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Preface

The history of Automatic Control is both ancient and modern. If we adopt
the broad view that an automatic control system is any mechanism by which
an input action and output action are dynamically coupled, then the origins
of this encyclopedia’s subject matter may be traced back more than 2,000
years to the era of primitive time-keeping and the clepsydra water clock
perfected by Ctesibius of Alexandria. In more recent history, frequently cited
examples of feedback control include the automatically refilling reservoirs of
flush toilets (perfected in the late nineteenth century) and the celebrated fly-
ball steam-flow governor described in J.C. Maxwell’s 1868 Royal Society of
London paper—“On Governors.”

Although it is useful to keep the technologies of antiquity in mind, the
history of systems and control as covered in the pages of this encyclopedia
begins in the twentieth century. The history was profoundly influenced by
work of Nyqvist, Black, Bode, and others who were developing amplifier
theory in response to the need to transmit wireline signals over long distances.
This research provided major conceptual advances in feedback and stability
that proved to be of interest in the theory of servomechanisms that was being
developed at the same time. Driven by the need for fast and accurate control of
weapons systems during World War II, automatic control developed quickly
as a recognizable discipline.

While the developments of the first half of the twentieth century are an
important backdrop for the Encyclopedia of Systems and Control, most of the
topics directly treat developments from 1948 to the present. The year 1948
was auspicious for systems and control—and indeed for all the information
sciences. Norbert Wiener’s book Cybernetics was published by Wiley, the
transistor was invented (and given its name), and Shannon’s seminal paper
“A Mathematical Theory of Communication” was published in the Bell
System Technical Journal. In the years that followed, important ideas of
Shannon, Wiener, Von Neumann, Turing, and many others changed the way
people thought about the basic concepts of control systems. The theoretical
advances have propelled industrial and societal impact as well (and vice
versa). Today, advanced control is a crucial enabling technology in domains
as numerous and diverse as aerospace, automotive, and marine vehicles; the
process industries and manufacturing; electric power systems; homes and
buildings; robotics; communication networks; economics and finance; and
biology and biomedical devices.
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vi Preface

It is this incredible broadening of the scope of the field that has motivated
the editors to assemble the entries that follow. This encyclopedia aims to help
students, researchers, and practitioners learn the basic elements of a vast array
of topics that are now considered part of systems and control. The goal is to
provide entry-level access to subject matter together with cross-references to
related topics and pointers to original research and source material.

Entries in the encyclopedia are organized alphabetically by title, and
extensive links to related entries are included to facilitate topical reading—
these links are listed in “Cross-References” sections within entries. All cross-
referenced entries are indicated by a preceding symbol:�. In the electronic
version of the encyclopedia these entries are hyperlinked for ease of access.

The creation of the Encyclopedia of Systems and Control has been a major
undertaking that has unfolded over a 3-year period. We owe an enormous debt
to major intellectual leaders in the field who agreed to serve as topical section
editors. They have ensured the value of the opus by recruiting leading experts
in each of the covered topics and carefully reviewing drafts. It has been a
pleasure also to work with Oliver Jackson and Andrew Spencer of Springer,
who have been unfailingly accommodating and responsive over this time.

As we reflect back over the course of this project, we are reminded of
how it began. Gary Balas, one of the world’s experts in robust control and
aerospace applications, came to one of us after a meeting with Oliver at the
Springer booth at a conference and suggested this encyclopedia—but was
adamant that he wasn’t the right person to lead it. The two of us took the
initiative (ultimately getting Gary to agree to be the section editor for the
aerospace control entries). Gary died last year after a courageous fight with
cancer. Our sense of accomplishment is infused with sadness at the loss of a
close friend and colleague.

We hope readers find this encyclopedia a useful and valuable compendium
and we welcome your feedback.

Boston, USA John Baillieul
Minneapolis, USA Tariq Samad
May 2015
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Active Power Control of Wind Power
Plants for Grid Integration

Lucy Y. Pao
University of Colorado, Boulder, CO, USA

Abstract

Increasing penetrations of intermittent renewable
energy sources, such as wind, on the utility grid
have led to concerns over the reliability of the
grid. One approach for improving grid reliability
with increasing wind penetrations is to actively
control the real power output of wind turbines
and wind power plants. Providing a full range
of responses requires derating wind power plants
so that there is headroom to both increase and
decrease power to provide grid balancing services
and stabilizing responses. Initial results indicate
that wind turbines may be able to provide pri-
mary frequency control and frequency regulation
services more rapidly than conventional power
plants.

Keywords

Active power control; Automatic generation
control; Frequency regulation; Grid balancing;
Grid integration; Primary frequency control;
Wind energy

Balancing Electrical Generation
and Load on the Grid

Wind penetration levels across the world have
increased dramatically, with installed capacity
growing at a mean annual rate of 25 % over
the last decade (Gsanger and Pitteloud 2013).
Some nations in Western Europe, particularly
Denmark, Portugal, Spain, and Germany, have
seen wind provide more than 16 % of their an-
nual electrical energy needs (Wiser and Bolinger
2013). To maintain grid frequency at its nominal
value, the electrical generation must equal the
electrical load on the grid. This balancing has
historically been left up to conventional utilities
with synchronous generators, which can vary
their active power output by simply varying their
fuel input. Grid frequency control is performed
across a number of regimes and time scales, with
both manual and automatic control commands.
Further details can be found in Rebours et al.
(2007) and Ela et al. (2011).

Wind turbines and wind power plants are
now being recognized as having the potential to
meet demanding grid stabilizing requirements
set by transmission system operators (Aho et al.
2013a,b; Buckspan et al. 2012; Ela et al. 2011;
Miller et al. 2011). Recent grid code requirements
have spurred the development of wind turbine
active power control (APC) systems, which allow
wind turbines to participate in grid frequency
regulation and provide stabilizing responses to

J. Baillieul, T. Samad (eds.), Encyclopedia of Systems and Control, DOI 10.1007/978-1-4471-5058-9,
© Springer-Verlag London 2015



2 Active Power Control of Wind Power Plants for Grid Integration

sudden changes in grid frequency. The ability
of wind turbines to provide APC services also
allows them to follow forecast-based power
production schedules.

For a wind turbine to fully participate in grid
frequency control, it must be derated (to Pderated)
with respect to the maximum power (Pmax) that
can be generated given the available wind, allow-
ing for both increases and decreases in power, if
necessary. Wind turbines can derate their power
output by pitching their blades to shed aerody-
namic power or reducing their generator torque
in order to operate at higher-than-optimal rotor
speeds. Wind turbines can then respond at dif-
ferent time scales to provide more or less power
through pitch control (which can provide a power
response within seconds) and generator torque
control (which can provide a power response
within milliseconds).

Wind Turbine Inertial and Primary
Frequency Control

Inertial and primary frequency control is gen-
erally considered to be the first 5–10 s after a
frequency event occurs. In this regime, the gov-
ernors of capable utilities actuate, allowing for
a temporary increase or decrease in the utilities’
power outputs. The primary frequency control
(PFC) response provided by conventional syn-
chronous generators can be characterized by a
droop curve, which relates fluctuations in grid
frequency to a change in power from the utility.
For example, a 3 % droop curve means that a 3 %
change in grid frequency yields a 100 % change
in commanded power.

Although modern wind turbines do not in-
herently provide inertial or primary frequency
control responses because their power electronics
impart a buffer between their generators and the
grid, such responses can be produced through
careful design of the wind turbine control sys-
tems. While the physical properties of a con-
ventional synchronous generator yield a static
droop characteristic, a wind turbine can be con-
trolled to provide a primary frequency response
via either a static or time-varying droop curve.

Active Power Control of Wind Power Plants for Grid
Integration, Fig. 1 Simulation results showing the ca-
pability of wind power plants to provide APC services
on a small-scale grid model. The total grid size is 3 GW,
and a frequency event is induced due to the sudden
active power imbalance when 5 % of generation is taken
offline at time = 200 s. Each wind power plant is derated
to 90 % of its rated capacity. The system response with
all conventional generation (no wind) is compared to the
cases when there are wind power plants on the grid at
10 % penetration (i) with a baseline control system (wind
baseline) where wind does not provide APC services and
(ii) with an APC system (wind APC) that uses a 3 % droop
curve where either 50 % or 100 % of the wind power plants
provide PFC

A time-varying droop curve can be designed to be
more aggressive when the magnitude of the rate
of change of frequency of the grid is larger.

Figure 1 shows a simulation of a grid re-
sponse under different scenarios when 5 % of
the generating capacity suddenly goes offline.
When the wind power plant (10 % of the gen-
eration on the grid) is operating with its normal
baseline control system that does not provide
APC services, the frequency response is worse
than the no-wind scenario, due to the reduced
amount of conventional generation in the wind-
baseline scenario that can provide power control
services. However, compared to both the no-wind
and wind-baseline cases, using PFC with a droop
curve results in the frequency decline being ar-
rested at a minimum (nadir) frequency fnadir that
is closer to the nominal fnom D 60Hz frequency
level; further, the steady-state frequency fss after
the PFC response is also closer to fnom. It is
important to prevent the difference fnom �fnadir
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from exceeding a threshold that can lead to un-
derfrequency load shedding (UFLS) or rolling
blackouts. The particular threshold varies across
utility grids, but the largest such threshold in
North America is 1.5 Hz.

Stability issues arising from the altered control
algorithms must be analyzed (Buckspan et al.
2013). The trade-offs between aggressive pri-
mary frequency control and resulting structural
loads also need to be evaluated carefully. Ini-
tial research shows that potential grid support
can be achieved while not causing any increases
in structural loading and hence fatigue damage
and operations and maintenance costs (Buckspan
et al. 2012).

Wind Turbine Automatic Generation
Control

Secondary frequency control, also known as au-
tomatic generation control (AGC), occurs on a
slower time scale than PFC. AGC commands can
be generated from highly damped proportional
integral (PI) controllers or logic controllers to
regulate grid frequency and are used to control
the power output of participating power plants. In
many geographical regions, frequency regulation
services are compensated through a competitive
market, where power plants that provide faster
and more accurate AGC command tracking are
paid more.

An active power control system that combines
both primary and secondary/AGC frequency con-
trol capabilities has recently been detailed in Aho
et al. (2013a). Figure 2 presents initial exper-
imental field test results of this active power
controller, in response to prerecorded frequency
events, showing how responsive wind turbines
can be to both manual derating commands as well
as rapidly changing automatic primary frequency
control commands generated via a droop curve.
Overall, results indicate that wind turbines can
respond more rapidly than conventional power
plants. However, increasing the power control
and regulation performance of a wind turbine
should be carefully considered due to a number
of complicating factors, including coupling with

existing control loops, a desire to limit actuator
usage and structural loading, and wind variability.

Active Power Control of Wind Power
Plants

A wind power plant, often referred to as a wind
farm, consists of many wind turbines. In wind
power plants, wake effects can reduce generation
in downstream turbines to less than 60 % of the
lead turbine (Barthelmie et al. 2009; Porté-Agel
et al. 2013). There are many emerging areas
of active research, including the modeling of
wakes and wake effects and how these models
can then be used to coordinate the control of
individual turbines so that the overall wind power
plant can reliably track the desired power ref-
erence command. A wind farm controller can
be interconnected with the utility grid, trans-
mission system operator (TSO), and individual
turbines as shown in Fig. 3. By properly account-
ing for the wakes, wind farm controllers can
allocate appropriate power reference commands
to the individual wind turbines. Individual tur-
bine generator torque and blade pitch controllers,
as discussed earlier, can be designed so that
each turbine follows the power reference com-
mand issued by the wind farm controller. Meth-
ods for intelligent, distributed control of entire
wind farms to rapidly respond to grid frequency
disturbances could significantly reduce frequency
deviations and improve recovery speed to such
disturbances.

Combining Techniques with Other
Approaches for Balancing the Grid

Ultimately, active power control of wind turbines
and wind power plants should be combined
with both demand-side management and storage
to provide a more comprehensive solution
that enables balancing electrical generation
and electrical load with large penetrations
of wind energy on the grid. Demand-side
management (Callaway and Hiskens 2011; Kowli
and Meyn 2011; Palensky and Dietrich 2011)
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Active Power Control of Wind Power Plants for Grid
Integration, Fig. 2 The frequency data input and power
that is commanded and generated during a field test
with a 550 kW research wind turbine at the US National
Renewable Energy Laboratory (NREL). The frequency
data was recorded on the Electric Reliability Council of
Texas (ERCOT) interconnection (data courtesy of Vahan

Gevorgian, NREL). The upper plot shows the grid fre-
quency, which is passed through a 5 % droop curve with
a deadband to generate a power command. The high-
frequency fluctuations in the generated power would be
smoothed when aggregating the power output of an entire
wind power plant

Active Power Control of Wind Power Plants for Grid
Integration, Fig. 3 Schematic showing the communica-
tion and coupling between the wind farm control system,
individual wind turbines, utility grid, and the grid operator.

The wind farm controller uses measurements of the utility
grid frequency and automatic generation control power
command signals from the grid operator to determine a
power reference for each turbine in the wind farm
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aims to alter the demand in order to mitigate peak
electrical loads and hence to maintain sufficient
control authority among generating units. As
more effective and economical energy storage
solutions (Pickard and Abbott 2012) at the power
plant scale are developed, wind (and solar) energy
can then be stored when wind (and solar) energy
availability is not well matched with electrical
demand. Advances in wind forecasting (Giebel
et al. 2011) will also improve wind power
forecasts to facilitate more accurate scheduling
of larger amounts of wind power on the grid.

Cross-References

�Control of Fluids and Fluid-Structure Interac-
tions

�Control Structure Selection
�Coordination of Distributed Energy Resources

for Provision of Ancillary Services: Architec-
tures and Algorithms

�Electric Energy Transfer and Control via Power
Electronics

�Networked Control Systems: Architecture and
Stability Issues

� Power System Voltage Stability
� Small Signal Stability in Electric Power Sys-

tems

Recommended Reading

A recent comprehensive report on active power
control that covers topics ranging from control
design to power system engineering to economics
can be found in Ela et al. (2014) and the refer-
ences therein.
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Adaptive Control of Linear
Time-Invariant Systems

Petros A. Ioannou
University of Southern California, Los Angeles,
CA, USA

Abstract

Adaptive control of linear time-invariant (LTI)
systems deals with the control of LTI systems
whose parameters are constant but otherwise
completely unknown. In some cases, large norm
bounds as to where the unknown parameters
are located in the parameter space are also
assumed to be known. In general, adaptive
control deals with LTI plants which cannot
be controlled with fixed gain controllers,
i.e., nonadaptive control methods, and their
parameters even though assumed constant for
design and analysis purposes may change
over time in an unpredictable manner. Most
of the adaptive control approaches for LTI
systems use the so-called certainty equivalence
principle where a control law motivated from
the known parameter case is combined with
an adaptive law for estimating on line the
unknown parameters. The control law could
be associated with different control objectives
and the adaptive law with different parameter
estimation techniques. These combinations give
rise to a wide class of adaptive control schemes.
The two popular control objectives that led to a
wide range of adaptive control schemes include
model reference adaptive control (MRAC) and
adaptive pole placement control (APPC). In
MRAC, the control objective is for the plant
output to track the output of a reference model,
designed to represent the desired properties
of the plant, for any reference input signal.
APPC is more general and is based on control
laws whose objective is to set the poles of
the closed loop at desired locations chosen
based on performance requirements. Another
class of adaptive controllers for LTI systems
that involves ideas from MRAC and APPC

is based on multiple models, search methods,
and switching logic. In this class of schemes,
the unknown parameter space is partitioned to
smaller subsets. For each subset, a parameter
estimator or a stabilizing controller is designed
or a combination of the two. The problem then
is to identify which subset in the parameter
space the unknown plant model belongs to and/or
which controller is a stabilizing one and meets the
control objective. A switching logic is designed
based on different considerations to identify
the most appropriate plant model or controller
from the list of candidate plant models and/or
controllers. In this entry, we briefly describe the
above approaches to adaptive control for LTI
systems.

Keywords

Adaptive pole placement control; Direct MRAC;
Indirect MRAC; LTI systems; Model reference
adaptive control; Robust adaptive control

Model Reference Adaptive Control

In model reference control (MRC), the desired
plant behavior is described by a reference model
which is simply an LTI system with a transfer
function Wm.s/ and is driven by a reference
input. The controller transfer function C.s; ��/,
where �� is a vector with the coefficients of
C.s/, is then developed so that the closed-loop
plant has a transfer function equal toWm.s/. This
transfer function matching guarantees that the
plant will match the reference model response for
any reference input signal. In this case the plant
transfer function Gp.s; ��

p /, where ��
p is a vector

with all the coefficients of Gp.s/, together with
the controller transfer function C.s; ��/ should
lead to a closed-loop transfer function from the
reference input r to the plant output yp that is
equal to Wm.s/, i.e.,

yp.s/

r.s/
D Wm.s/ D ym.s/

r.s/
; (1)
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where ym is the output of the reference model.
For this transfer matching to be possible, Gp.s/
and Wm.s/ have to satisfy certain assumptions.
These assumptions enable the calculation of the
controller parameter vector �� as

�� D F.��
p /; (2)

where F is a function of the plant parameters
��
p , to satisfy the matching equation (1). The

function in (2) has a special form in the case
of MRC that allows the design of both direct
and indirect MRAC. For more general classes
of controller structures, this is not possible in
general as the function F is nonlinear. This trans-
fer function matching guarantees that the track-
ing error e1 D yp � ym converges to zero for
any given reference input signal r . If the plant
parameter vector ��

p is known, then the controller
parameters �� can be calculated using (2), and
the controller C.s; ��/ can be implemented. We
are considering the case where ��

p is unknown.
In this case, the use of the certainty equivalence
(CE) approach, (Astrom and Wittenmark 1995;
Egardt 1979; Ioannou and Fidan 2006; Ioannou
and Kokotovic 1983; Ioannou and Sun 1996;
Landau 1979; Landau et al. 1998; Morse 1996;
Narendra and Annaswamy 1989; Narendra and
Balakrishnan 1997; Sastry and Bodson 1989;
Stefanovic and Safonov 2011; Tao 2003) where
the unknown parameters are replaced with their
estimates, leads to the adaptive control scheme
referred to as indirect MRAC, shown in Fig. 1a.

The unknown plant parameter vector ��
p is es-

timated at each time t denoted by �p.t/, using an
online parameter estimator referred to as adaptive
law. The plant parameter estimate �p.t/ at each

time t is then used to calculate the controller
parameter vector �.t/ D F.�p.t// used in the
controller C.s; �/. This class of MRAC is called
indirect MRAC, because the controller parame-
ters are not updated directly, but calculated at
each time t using the estimated plant parameters.
Another way of designing MRAC schemes is to
parameterize the plant transfer function in terms
of the desired controller parameter vector ��.
This is possible in the MRC case, because the
structure of the MRC law is such that we can use
(2) to write

��
p D F�1.��/; (3)

where F �1 is the inverse of the map-
ping F.�/, and then express Gp.s; �

�
p / D

Gp.s; F
�1.��// D NGp.s; ��/. The adaptive law

for estimating �� online can now be developed by
using yp D NGp.s; ��/up to obtain a parametric
model that is appropriate for estimating the
controller vector �� as the unknown parameter
vector. The MRAC can then be developed using
the CE approach as shown in Fig. 1b. In this case,
the controller parameter �.t/ is updated directly
without any intermediate calculations, and for
this reason, the scheme is called direct MRAC.

The division of MRAC to indirect and direct
is, in general, unique to MRC structures, and it is
possible due to the fact that the inverse maps in
(2) and (3) exist which is a direct consequence
of the control objective and the assumptions the
plant and reference model are required to satisfy
for the control law to exist. These assumptions
are summarized below:
Plant Assumptions: Gp.s/ is minimum phase,

i.e., has stable zeros, its relative degree, n� D

Adaptive Control of Linear Time-Invariant Systems, Fig. 1 Structure of (a) indirect MRAC, (b) direct MRAC
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number of poles�number of zeros, is known
and an upper bound n on its order is also
known. In addition, the sign of its high-
frequency gain is known even though it can be
relaxed with additional complexity.

Reference Model Assumptions: Wm.s/ has stable
poles and zeros, its relative degree is equal to
n� that of the plant, and its order is equal or
less to the one assumed for the plant, i.e., of n.
The above assumptions are also used to meet

the control objective in the case of known pa-
rameters, and therefore the minimum phase and
relative degree assumptions are characteristics of
the control objective and do not arise because
of adaptive control considerations. The relative
degree matching is used to avoid the need to
differentiate signals in the control law. The mini-
mum phase assumption comes from the fact that
the only way for the control law to force the
closed-loop plant transfer function to be equal
to that of the reference model is to cancel the
zeros of the plant using feedback and replace
them with those of the reference model using a
feedforward term. Such zero pole cancelations
are possible if the zeros are stable, i.e., the plant
is minimum phase; otherwise stability cannot be
guaranteed for nonzero initial conditions and/or
inexact cancelations.

The design of MRAC in Fig. 1 has additional
variations depending on how the adaptive law
is designed. If the reference model is chosen to
be strictly positive real (SPR) which limits its
transfer function and that of the plant to have
relative degree 1, the derivation of adaptive law
and stability analysis is fairly straightforward,
and for this reason, this class of MRAC schemes
attracted a lot of interest. As the relative degree
changes to 2, the design becomes more complex
as in order to use the SPR property, the CE
control law has to be modified by adding an extra
nonlinear term. The stability analysis remains to
be simple as a single Lyapunov function can be
used to establish stability. As the relative degree
increases further, the design complexity increases
by requiring the addition of more nonlinear terms
in the CE control law (Ioannou and Fidan 2006;
Ioannou and Sun 1996). The simplicity of using
a single Lyapunov function analysis for stability

remains however. This approach covers both di-
rect and indirect MRAC and lead to adaptive laws
which contain no normalization signals (Ioannou
and Fidan 2006; Ioannou and Sun 1996). A more
straightforward design approach is based on the
CE principle which separates the control design
from the parameter estimation part and leads to a
much wider class of MRAC which can be direct
or indirect. In this case, the adaptive laws need
to be normalized for stability, and the analysis is
far more complicated than the approach based on
SPR with no normalization. An example of such a
direct MRAC scheme for the case of known sign
of the high-frequency gain which is assumed to
be positive for both plant and reference model is
listed below:
Control law:

up D �T1 .t/
˛.s/

�.s/
up C �T2

˛.s/

�.s/
yp C �3.t/yp

Cc0.t/r D �T .t/!; (4)

where ˛ , ˛n�2.s/ D Œsn�2; sn�3; : : : ; s; 1�T
for n � 2, and ˛.s/ , 0 for n D 1, and �.s/
is a monic polynomial with stable roots and
degree n � 1 having numerator of Wm.s/ as a
factor.

Adaptive law:
P� D � "�; (5)

where � is a positive definite matrix referred
to as the adaptive gain and P� D �"	, " D
e1��	
m2s

, m2
s D 1 C �T � C u2f , 	 D �T � C uf ,

� D �Wm.s/!, and uf D Wm.s/up.
The stability properties of the above direct

MRAC scheme which are typical for all classes
of MRAC are the following (Ioannou and Fidan
2006; Ioannou and Sun 1996): (i) All signals
in the closed-loop plant are bounded, and the
tracking error e1 converges to zero asymptotically
and (ii) if the plant transfer function contains no
zero pole cancelations and r is sufficiently rich
of order 2n, i.e., it contains at least n distinct
frequencies, then the parameter error j Q� j D
j� � ��j and the tracking error e1 converge to
zero exponentially fast.
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Adaptive Pole Placement Control

Let us consider the SISO LTI plant:

yp D Gp.s/up; Gp.s/ D Zp.s/

Rp.s/
; (6)

where Gp.s/ is proper and Rp.s/ is a monic
polynomial. The control objective is to choose
the plant input up so that the closed-loop poles
are assigned to those of a given monic Hurwitz
polynomial A�.s/, and yp is required to follow
a certain class of reference signals ym assumed
to satisfy Qm.s/ym D 0 where Qm.s/ is known
as the internal model of ym and is designed to
have all roots in Refsg � 0 with no repeated
roots on the j!-axis. The polynomial A�.s/, re-
ferred to as the desired closed-loop characteristic
polynomial, is chosen based on the closed-loop
performance requirements. To meet the control
objective, we make the following assumptions
about the plant:

P1. Gp.s/ is strictly proper with known de-
gree, and Rp.s/ is a monic polynomial whose
degree n is known and Qm.s/Zp.s/ and Rp.s/
are coprime.

Assumption P1 allows Zp and Rp to be non-
Hurwitz in contrast to the MRAC case where Zp
is required to be Hurwitz.

The design of the APPC scheme is based
on the CE principle. The plant parameters are
estimated at each time t and used to calculate the
controller parameters that meet the control ob-
jective for the estimated plant as follows: Using
(6) the plant equation can be expressed in a
form convenient for parameter estimation via the
model (Goodwin and Sin 1984; Ioannou and
Fidan 2006; Ioannou and Sun 1996):

z D ��
p �;

where z D sn

�p.s/
yp , ��

p D Œ��
b
T ; ��

a
T �T ,

� D Œ
˛Tn�1.s/

�p.s/
up;�˛Tn�1.s/

�p.s/
yp�

T , ˛n�1 D Œsn�1;
: : : ; s; 1�T , ��

a D Œan�1; : : : ; a0�T , ��
b D

Œbn�1; : : : ; b0�T , and �p.s/ is a Hurwitz monic
design polynomial. As an example of a parameter
estimation algorithm, we consider the gradient
algorithm

P�p D � "�; " D z � �Tp �

m2
s

; m2
s D 1C �T �;

(7)

where � D � T > 0 is the adaptive gain
and �p D Œ Obn�1; : : : ; Ob0; Oan�1; : : : ; Oa0�T are the
estimated plant parameters which can be used to
form the estimated plant polynomials ORp.s; t/ D
sn C Oan�1.t/sn�1 C : : : C Oa1.t/s C Oa0.t/ and
OZp.s; t/ D Obn�1.t/sn�1 C : : : C Ob1.t/s C Ob0.t/

of Rp.s/ and Zp.s/, respectively, at each time t .
The adaptive control law is given as

up D
�
�.s/� OL.s; t/Qm.s/

� 1

�.s/
up

� OP .s; t/ 1

�.s/
.yp � ym/; (8)

where OL.s; t/ and OP .s; t/ are obtained by solv-
ing the polynomial equation OL.s; t/ � Qm.s/ �
ORp.s; t/ C OP.s; t/ � OZp.s; t/ D A�.s/ at each

time t . The operation X.s; t/ � Y.s; t/ denotes a
multiplication of polynomials where s is simply
treated as a variable. The existence and unique-
ness of OL.s; t/ and OP.s; t/ is guaranteed pro-
vided ORp.s; t/ � Qm.s/ and OZp.s; t/ are coprime
at each frozen time t . The adaptive laws that
generate the coefficients of ORp.s; t/ and OZp.s; t/
cannot guarantee this property, which means that
at certain points in time, the solution OL.s; t/,
OP.s; t/ may not exist. This problem is known

as the stabilizability problem in indirect APPC
and further modifications are needed in order to
handle it (Goodwin and Sin 1984; Ioannou and
Fidan 2006; Ioannou and Sun 1996). Assuming
that the stabilizability condition holds at each
time t , it can be shown (Goodwin and Sin 1984;
Ioannou and Fidan 2006; Ioannou and Sun 1996)
that all signals are bounded and the tracking
error converges to zero with time. Other indi-
rect adaptive pole placement control schemes
include adaptive linear quadratic (Ioannou and
Fidan 2006; Ioannou and Sun 1996). In principle
any nonadaptive control scheme can be made
adaptive by replacing the unknown parameters
with their estimates in the calculation of the
controller parameters. The design of direct APPC
schemes is not possible in general as the map
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between the plant and controller parameters is
nonlinear, and the plant parameters cannot be
expressed as a convenient function of the con-
troller parameters. This prevents parametrization
of the plant transfer function with respect to the
controller parameters as done in the case of MRC.
In special cases where such parametrization is
possible such as in MRAC which can be viewed
as a special case of APPC, the design of direct
APPC is possible. Chapters on �Adaptive Con-
trol, Overview, �Robust Adaptive Control, and
�History of Adaptive Control provide additional
information regarding MRAC and APPC.

Search Methods, Multiple Models,
and Switching Schemes

One of the drawbacks of APPC is the stabilizabil-
ity condition which requires the estimated plant
at each time t to satisfy the detectability and
stabilizability condition that is necessary for the
controller parameters to exist. Since the adaptive
law cannot guarantee such a property, an ap-
proach emerged that involves the pre-calculation
of a set of controllers based on the partition-
ing of the plant parameter space. The problem
then becomes one of identifying which one of
the controllers is the most appropriate one. The
switching to the “best” possible controller could
be based on some logic that is driven by some
cost index, multiple estimation models, and other
techniques (Fekri et al. 2007; Hespanha et al.
2003; Kuipers and Ioannou 2010; Morse 1996;
Narendra and Balakrishnan 1997; Stefanovic and
Safonov 2011). One of the drawbacks of this ap-
proach is that it is difficult if at all possible to find
a finite set of stabilizing controllers that cover
the whole unknown parameter space especially
for high-order plants. If found its dimension may
be so large that makes it impractical. Another
drawback that is present in all adaptive schemes
is that in the absence of persistently exciting
signals which guarantee that the input/output data
have sufficient information about the unknown
plant parameters, there is no guarantee that the
controller the scheme converged to is indeed a
stabilizing one. In other words, if switching is

disengaged or the adaptive law is switched off,
there is no guarantee that a small disturbance
will not drive the corresponding LTI scheme
unstable. Nevertheless these techniques allow the
incorporation of well-established robust control
techniques in designing a priori the set of con-
troller candidates. The problem is that if the
plant parameters change in a way not accounted
for a priori, no controller from the set may be
stabilizing leading to an unstable system.

Robust Adaptive Control

The MRAC and APPC schemes presented above
are designed for LTI systems. Due to the adaptive
law, the closed-loop system is no longer LTI but
nonlinear and time varying. It has been shown
using simple examples that the pure integral ac-
tion of the adaptive law could cause parameter
drift in the presence of small disturbances and/or
unmodeled dynamics (Ioannou and Fidan 2006;
Ioannou and Kokotovic 1983; Ioannou and Sun
1996) which could then excite the unmodeled
dynamics and lead to instability. Modifications
to counteract these possible instabilities led to
the field of robust adaptive control whose focus
was to modify the adaptive law in order to guar-
antee robustness with respect to disturbances,
unmodeled dynamics, time-varying parameters,
classes of nonlinearities, etc., by using techniques
such as normalizing signals, projection, fixed and
switching sigma modification, etc.
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�Robust Adaptive Control
�Switching Adaptive Control

Bibliography

Astrom K, Wittenmark B (1995) Adaptive control.
Addison-Wesley, Reading

Egardt B (1979) Stability of adaptive controllers. Springer,
New York

http://dx.doi.org/10.1007/978-1-4471-5058-9_110
http://dx.doi.org/10.1007/978-1-4471-5058-9_118
http://dx.doi.org/10.1007/978-1-4471-5058-9_120
http://dx.doi.org/10.1007/978-1-4471-5058-9_110
http://dx.doi.org/10.1007/978-1-4471-5058-9_120
http://dx.doi.org/10.1007/978-1-4471-5058-9_116
http://dx.doi.org/10.1007/978-1-4471-5058-9_118
http://dx.doi.org/10.1007/978-1-4471-5058-9_119


Adaptive Control, Overview 11

A

Fekri S, Athans M, Pascoal A (2007) Robust multiple
model adaptive control (RMMAC): a case study. Int
J Adapt Control Signal Process 21(1):1–30

Goodwin G, Sin K (1984) Adaptive filtering prediction
and control. Prentice-Hall, Englewood Cliffs

Hespanha JP, Liberzon D, Morse A (2003) Hysteresis-
based switching algorithms for supervisory control of
uncertain systems. Automatica 39(2):263–272

Ioannou P, Fidan B (2006) Adaptive control tutorial.
SIAM, Philadelphia

Ioannou P, Kokotovic P (1983) Adaptive systems with
reduced models. Springer, Berlin/New York

Ioannou P, Sun J (1996) Robust adaptive control. Prentice-
Hall, Upper Saddle River

Kuipers M, Ioannou P (2010) Multiple model adap-
tive control with mixing. IEEE Trans Autom Control
55(8):1822–1836

Landau Y (1979) Adaptive control: the model reference
approach. Marcel Dekker, New York

Landau I, Lozano R, M’Saad M (1998) Adaptive control.
Springer, New York

Morse A (1996) Supervisory control of families of lin-
ear set-point controllers part I: exact matching. IEEE
Trans Autom Control 41(10):1413–1431

Narendra K, Annaswamy A (1989) Stable adaptive sys-
tems. Prentice Hall, Englewood Cliffs

Narendra K, Balakrishnan J (1997) Adaptive control
using multiple models. IEEE Trans Autom Control
42(2):171–187

Sastry S, Bodson M (1989) Adaptive control: stability,
convergence and robustness. Prentice Hall, Englewood
Cliffs

Stefanovic M, Safonov M (2011) Safe adaptive control:
data-driven stability analysis and robust synthesis.
Lecture notes in control and information sciences,
vol 405. Springer, Berlin

Tao G (2003) Adaptive control design and analysis. Wiley-
Interscience, Hoboken
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Abstract

Adaptive control describes a range of techniques
for altering control behavior using measured sig-
nals to achieve high control performance under
uncertainty. The theory and practice of adaptive

control has matured in many areas. This entry
gives an overview of adaptive control with point-
ers to more detailed specific topics.

Keywords

Adaptive control; Estimation

Introduction

What Is Adaptive Control
Feedback control has a long history of using sens-
ing, decision, and actuation elements to achieve
an overall goal. The general structure of a control
system may be illustrated in Fig. 1. It has long
been known that high fidelity control relies on
knowledge of the system to be controlled. For
example, in most cases, knowledge of the plant
gain and/or time constants (represented by �p in
Fig. 1) is important in feedback control design.
In addition, disturbance characteristics (e.g., fre-
quency of a sinusoidal disturbance), �d in Fig. 1,
are important in feedback compensator design.

Many control design and synthesis techniques
are model based, using prior knowledge of both
model structure and parameters. In other cases,
a fixed controller structure is used, and the con-
troller parameters, �C in Fig. 1, are tuned em-
pirically during control system commissioning.

Noise

MeasurementsActuation

Reference Signals

Disturbances
D (qd)

Plant
G (qp)

Control
K(qc)

u (t)

r (t)

n(t) d (t)
y (t)

Adaptive Control, Overview, Fig. 1 General control
and adaptive control diagram
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However, if the plant parameters vary widely with
time or have large uncertainties, these approaches
may be inadequate for high-performance control.

There are two main ways of approaching high-
performance control with unknown plant and
disturbance characteristics:
1. Robust control (�Optimization Based Robust

Control), wherein a controller is designed to
perform adequately despite the uncertainties.
Variable structure control may have very high
levels of robustness in some cases and there-
fore is a special class of robust nonlinear
control.

2. Adaptive control, where the controller learns
and adjusts its strategy based on measured
data. This frequently takes the form where the
controller parameters, �C , are time-varying
functions that depend on the available data
(y.t/, u.t/, and r.t/). Adaptive control has
close links to intelligent control (including
neural control (�Neural Control and Approx-
imate Dynamic Programming), where specific
types of learning are considered) and also
to stochastic adaptive control (� Stochastic
Adaptive Control).
Robust control is most useful when there are

large unmodeled dynamics (i.e., structural un-
certainties), relatively high levels of noise, or
rapid and unpredictable parameter changes. Con-
versely, for slow or largely predictable parame-
ter variations, with relatively well-known model
structure and limited noise levels, adaptive con-
trol may provide a very useful tool for high-
performance control (Åström and Wittenmark
2008).

Varieties of Adaptive Control

One practical variant of adaptive control is con-
troller auto-tuning (�Autotuning). Auto-tuning
is particularly useful for PID and similar con-
trollers and involves a specific phase of signal
injection, followed by analysis, PID gain compu-
tation, and implementation. These techniques are
an important aid to commissioning and mainte-
nance of distributed control systems.

There are also large classes of adaptive
controllers that are continuously monitoring the
plant input-output signals to adjust the strategy.
These adjustments are often parametrized by a
relatively small number of coefficients, �C . These
include schemes where the controller parameters
are directly adjusted using measureable data
(also referred to as “implicit,” since there
is no explicit plant model generated). Early
examples of this often included model reference
adaptive control (�Model Reference Adaptive
Control). Other schemes (Middleton et al. 1988)
explicitly estimate a plant model �P ; thereafter,
performing online control design and, therefore,
the adaptation of controller parameters �C
are indirect. This then led on to a range of
other adaptive control techniques applicable to
linear systems (�Adaptive Control of Linear
Time-Invariant Systems).

There have been significant questions con-
cerning the sensitivity of some adaptive control
algorithms to unmodeled dynamics, time-varying
systems, and noise (Ioannou and Kokotovic
1984; Rohrs et al. 1985). This prompted a very
active period of research to analyze and redesign
adaptive control to provide suitable robustness
(�Robust Adaptive Control) (e.g., Anderson
et al. 1986; Ioannou and Sun 2012) and parameter
tracking for time-varying systems (e.g., Kreis-
selmeier 1986; Middleton and Goodwin 1988).

Work in this area further spread to nonpara-
metric methods, such as switching, or super-
visory adaptive control (� Switching Adaptive
Control) (e.g., Fu and Barmish 1986; Morse et al.
1992). In addition, there has been a great deal of
work on the more difficult problem of adaptive
control for nonlinear systems (�Nonlinear Adap-
tive Control).

A further adaptive control technique is ex-
tremum seeking control (�Extremum Seeking
Control). In extremum seeking (or self optimiz-
ing) control, the desired reference for the system
is unknown, instead we wish to maximize (or
minimize) some variable in the system (Ariyur
and Krstic 2003). These techniques have quite
distinct modes of operation that have proven
important in a range of applications.
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A final control algorithm that has nonpara-
metric features is iterative learning control
(� Iterative Learning Control) (Amann et al.
1996; Moore 1993). This control scheme
considers a system with a highly structured,
namely, repetitive finite run, control problem.
In this case, by taking a nonparametric approach
of utilizing information from previous run(s), in
many cases, near-perfect asymptotic tracking can
be achieved.

Adaptive control has a rich history (�History
of Adaptive Control) and has been established
as an important tool for some classes of control
problems.
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Abstract

This chapter discusses advanced cruise control
automotive technologies, including adaptive
cruise control (ACC) in which spacing control,
speed control, and a number of transitional
maneuvers must be performed. The ACC system
must satisfy difficult performance requirements
of vehicle stability and string stability. The
technical challenges involved and the control
design techniques utilized in ACC system design
are presented.
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Introduction

Adaptive cruise control (ACC) is an extension of
cruise control. An ACC vehicle includes a radar,
a lidar, or other sensor that measures the distance
to any preceding vehicle in the same lane on the
highway. In the absence of preceding vehicles,
the speed of the car is controlled to a driver-
desired value. In the presence of a preceding
vehicle, the controller determines whether the ve-
hicle should switch from speed control to spacing
control. In spacing control, the distance to the
preceding car is controlled to a desired value.

A different form of advanced cruise control is
a forward collision avoidance (FCA) system. An
FCA system uses a distance sensor to determine
if the vehicle is approaching a car ahead too
quickly and will automatically apply brakes to
minimize the chances of a forward collision.
For the 2013 model year, 29 % vehicles have
forward collision warning as an available option
and 12 % include autonomous braking for a full
FCA system. Examples of models in which an
FCA system is standard are the Mercedes Benz
G-class and the Volvo S-60, S-80, XC-60, and
XC-70.

It should be noted that an FCA system does
not involve steady-state vehicle following. An
ACC system on the other hand involves control of
speed and spacing to desired steady-state values.

ACC systems have been in the market in Japan
since 1995, in Europe since 1998, and in the US
since 2000. An ACC system provides enhanced
driver comfort and convenience by allowing ex-
tended operation of the cruise control option even
in the presence of other traffic.

Controller Architecture

The ACC system has two modes of steady state
operation: speed control and vehicle following
(i.e., spacing control). Speed control is traditional
cruise control and is a well-established tech-
nology. A proportional-integral controller based
on feedback of vehicle speed (calculated from
rotational wheel speeds) is used in cruise control
(Rajamani 2012).

desired
acceleration

Upper
Controller

Lower
Controller

actuator inputs

fault
messages

Adaptive Cruise Control, Fig. 1 Structure of longitudi-
nal control system

Controller design for vehicle following is the
primary topic of discussion in the sections titled
“Vehicle Following Requirements” and “String
Stability Analysis” in this chapter.

Transitional maneuvers and transitional con-
trol algorithms are discussed in the section titled
“Transitional Maneuvers” in this chapter.

The longitudinal control system architecture
for an ACC vehicle is typically designed to be
hierarchical, with an upper-level controller and a
lower-level controller, as shown in Fig. 1.

The upper-level controller determines the de-
sired acceleration for the vehicle. The lower level
controller determines the throttle and/or brake
commands required to track the desired accelera-
tion. Vehicle dynamic models, engine maps, and
nonlinear control synthesis techniques are used
in the design of the lower controller (Rajamani
2012). This chapter will focus only on the design
of the upper controller, also known as the ACC
controller.

As far as the upper-level controller is con-
cerned, the plant model for control design is

Rxi D u (1)

where the subscript idenotes the i th car in a string
of consecutive ACC cars. The acceleration of
the car is thus assumed to be the control input.
However, due to the finite bandwidth associated
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xi
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Adaptive Cruise Control,
Fig. 2 String of adaptive
cruise control vehicles

with the lower level controller, each car is ac-
tually expected to track its desired acceleration
imperfectly. The objective of the upper level con-
troller design is therefore stated as that of meeting
required performance specifications robustly in
the presence of a first order lag in the lower-level
controller performance:

Rxi D 1


s C 1
Rxi_des D 1


s C 1
ui : (2)

Equation (1) is thus assumed to be the nominal
plant model while the performance specifications
have to be met even if the actual plant model were
given by Eq. (2). The lag 
 typically has a value
between 0.2 and 0.5 s (Rajamani 2012).

Vehicle Following Requirements

In the vehicle following mode of operation, the
ACC vehicle maintains a desired spacing from
the preceding vehicle. The two important perfor-
mance specifications that the vehicle following
control system must satisfy are: individual vehi-
cle stability and string stability.
(a) Individual vehicle stability
Consider a string of vehicles on the highway
using a longitudinal control system for vehicle
following, as shown in Fig. 2. Let xi be the
location of the i th vehicle measured from an
inertial reference. The spacing error for the i th
vehicle (the ACC vehicle under consideration) is
then defined as

ıi D xi � xi�1 C Ldes: (3)

Here, Ldes is the desired spacing and includes
the preceding vehicle length `i�1. Ldes could be
chosen as a function of variables such as the

vehicle speed Pxi . The ACC control law is said to
provide individual vehicle stability if the spacing
error of the ACC vehicle converges to zero when
the preceding vehicle is operating at constant
speed:

Rxi�1 ! 0 ) ıi ! 0: (4)

(b) String stability
The spacing error is expected to be non-zero
during acceleration or deceleration of the preced-
ing vehicle. It is important then to describe how
the spacing error would propagate from vehicle
to vehicle in a string of ACC vehicles during
acceleration. The string stability of a string of
ACC vehicles refers to a property in which spac-
ing errors are guaranteed not to amplify as they
propagate towards the tail of the string (Swaroop
and Hedrick 1996).

String Stability Analysis

In this section, mathematical conditions that en-
sure string stability are provided.

Let ıi and ıi�1 be the spacing errors of con-
secutive ACC vehicles in a string. Let OH.s/ be
the transfer function relating these errors:

OH.s/ D
Oıi

Oıi�1
.s/: (5)

The following two conditions can be used to
determine if the system is string stable:
(a) The transfer function OH.s/ should satisfy

��� OH.s/
���1 � 1: (6)
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(b) The impulse response function h.t/ corre-
sponding to OH.s/ should not change sign
(Swaroop and Hedrick 1996), i.e.,

h.t/ > 0 8t � 0: (7)

The reasons for these two requirements to be
satisfied are described in Rajamani (2012).
Roughly speaking, Eq. (6) ensures that jjıi jj2 �
jjıi�1jj2, which means that the energy in the
spacing error signal decreases as the spacing
error propagates towards the tail of the string.
Equation (7) ensures that the steady state spacing
errors of the vehicles in the string have the same
sign. This is important because a positive spacing
error implies that a vehicle is closer than desired
while a negative spacing error implies that it is
further apart than desired. If the steady state value
of ıi is positive while that of ıi�1 is negative, then
this might be dangerous due to the vehicle being
closer, even though in terms of magnitude ıi
might be smaller than ıi�1.

If conditions (6) and (7) are both satisfied, then
jjıi jj1 � jjıi�1jj1 (Rajamani 2012).

Constant Inter-vehicle Spacing

The ACC system only utilizes on board sensors
like radar and does not depend on inter-vehicle
communication from other vehicles. Hence the
only variables available as feedback for the up-
per controller are inter-vehicle spacing, relative
velocity and the ACC vehicle’s own velocity.

Under the constant spacing policy, the spacing
error of the i th vehicle was defined in Eq. (3).

If the acceleration of the vehicle can be instan-
taneously controlled, then it can be shown that a
linear control system of the type

Rxi D �kpıi � kv Pıi (8)

results in the following closed-loop transfer func-
tion between consecutive spacing errors

OH.s/ D
Oıi

Oıi�1
.s/ D kp C kvs

s2 C kvs C kp
: (9)

Equation (9) describes the propagation of spacing
errors along the vehicle string.

All positive values of kp and kv guarantee
individual vehicle stability. However, it can be
shown that there are no positive values of kp
and kv for which the magnitude of G.s/ can be
guaranteed to be less than unity at all frequencies.
The details of this proof are available in Rajamani
(2012).

Thus, the constant spacing policy will always
be string unstable.

Constant Time-Gap Spacing

Since the constant spacing policy is unsuitable
for autonomous control, a better spacing policy
that can ensure both individual vehicle stability
and string stability must be used. The constant
time-gap (CTG) spacing policy is such a spacing
policy. In the CTG spacing policy, the desired
inter-vehicle spacing is not constant but varies
with velocity. The spacing error is defined as

ıi D xi � xi�1 C Ldes C h Pxi : (10)

The parameter h is referred to as the time-gap.
The following controller based on the CTG

spacing policy can be used to regulate the spacing
error at zero (Swaroop et al. 1994):

Rxi_des D �1
h
. Pxi � Pxi�1 C �ıi/ (11)

With this control law, it can be shown that the
spacing errors of successive vehicles ıi and ıi�1
are independent of each other:

Pıi D ��ıi (12)

Thus, ıi is independent of ıi�1 and is expected to
converge to zero as long as � > 0. However, this
result is only true if any desired acceleration can
be instantaneously obtained by the vehicle i.e., if

 D 0.

In the presence of the lower controller and
actuator dynamics given by Eq. (2), it can be
shown that the dynamic relation between ıi and
ıi�1 in the transfer function domain is
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OH.s/ D s C �

h
s3 C hs2 C .1C �h/s C �
(13)

The string stability of this system can be ana-
lyzed by checking if the magnitude of the above
transfer function is always less than or equal to
1. It can be shown that this is the case at all
frequencies if and only if (Rajamani 2012)

h � 2
: (14)

Further, if Eq. (14) is satisfied, then it is also
guaranteed that one can find a value of � such
that Eq. (7) is satisfied. Thus the condition (14) is
necessary (Swaroop and Hedrick 1996) for string
stability.

Since the typical value of 
 is of the order
of 0.5 s, Eq. (14) implies that ACC vehicles must
maintain at least a 1-s time gap between vehicles
for string stability.

Transitional Maneuvers

While under speed control, an ACC vehicle might
suddenly encounter a new vehicle in its lane
(either due to a lane change or due to a slower
moving preceding vehicle). The ACC vehicle
must then decide whether to continue to operate
under the speed control mode or transition to the
vehicle following mode or initiate hard braking.
If a transition to vehicle following is required, a

transitional trajectory that will bring the ACC ve-
hicle to its steady state following distance needs
to be designed. Similarly, a decision on the mode
of operation and design of a transitional trajectory
are required when an ACC vehicle loses its target.

The regular CTG control law cannot directly
be used to follow a newly encountered vehicle,
see Rajamani (2012) for illustrative examples.

When a new target vehicle is encountered by
the ACC vehicle, a “range – range rate” diagram
can be used (Fancher and Bareket 1994) to decide
if
(a) The vehicle should use speed control.
(b) The vehicle should use spacing control (with

a defined transition trajectory in which de-
sired spacing varies slowly with time)

(c) The vehicle should brake as hard as possible
in order to avoid a crash.

The maximum allowable values for acceleration
and deceleration need to be taken into account in
making these decisions.

For the range – range rate (R � PR/ diagram,
define range R and range rate PR as

R D xi�1 � xi (15)

PR D Pxi�1 � Pxi D V i�1 � Vi (16)

where xi�1, xi , Vi�1, and Vi are inertial positions
and velocities of the preceding vehicle and the
ACC vehicle respectively.

A typical R � PR diagram is shown in Fig. 3
(Fancher and Bareket 1994). Depending on the

R

Switching line for starting headway
control

Region 1

Region 2

Region 3

Crash dR / dt
0

Desired spacing RH

Velocity
Control

Headway
Control

Too
Close

Adaptive Cruise Control,
Fig. 3 Range vs.
range-rate diagram
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Adaptive Cruise Control, Fig. 4 Switching line for
spacing control

measured real-time values of R and PR; and
the R � PR diagram in Fig. 3, the ACC system
determines the mode of longitudinal control.
For instance, in region 1, the vehicle continues
to operate under speed control. In region 2,
the vehicle operates under spacing control. In
region 3, the vehicle decelerates at the maximum
allowed deceleration so as to try and avoid a
crash.

The switching line from speed to spacing con-
trol is given by

R D �T PRCRfinal (17)

where T is the slope of the switching line. When a
slower vehicle is encountered at a distance larger
than the desired final distanceRfinal, the switching
line shown in Fig. 4 can be used to determine
when and whether the vehicle should switch to
spacing control. If the distance R is greater than
that given by the line, speed control should be
used.

The overall strategy (shown by trajectory
ABC) is to first reduce gap at constant PR and
then follow the desired spacing given by the
switching line of Eq. (17).

The control law during spacing control on this
transitional trajectory is as follows. Depending on
the value of PR, determine R from Eq. (17). Then
use R as the desired inter-vehicle spacing in the
PD control law

Rxdes D �kp .xi � R/ � kd
� Pxi � PR� (18)

The trajectory of the ACC vehicle during constant
deceleration is a parabola on the R � PR diagram
(Rajamani 2012).

The switching line should be such that travel
along the line is comfortable and does not con-
stitute high deceleration. The deceleration during
coasting (zero throttle and zero braking) can be
used to determine the slope of the switching line
(Rajamani 2012).

Note that string stability is not a concern
during transitional maneuvers (Rajamani 2012).

Traffic Stability

In addition to individual vehicle stability and
string stability, another type of stability analysis
that has received significant interest in ACC liter-
ature is traffic flow stability. Traffic flow stability
refers to the stable evolution of traffic velocity
and traffic density on a highway section, for given
inflow and outflow conditions. One well-known
result in this regard in literature is that traffic flow
is defined to be stable if @q

@�
is positive, i.e., as

the density � of traffic increases, traffic flow rate
q must increase (Swaroop and Rajagopal 1999).
If this condition is not satisfied, the highway
section would be unable to accommodate any
constant inflow of vehicles from an oncoming
ramp. The steady state traffic flow on the highway
section would come to a stop, if the ramp inflow
did not stop (Swaroop and Rajagopal 1999).

It has been shown that the constant time-
gap spacing policy used in ACC systems has
a negative q � � slope and thus does not lead
to traffic flow stability (Swaroop and Rajagopal
1999). It has also been shown that it is possible
to design other spacing policies (in which the
desired spacing between vehicles is a nonlinear
function of speed, instead of being proportional
to speed) that can provide stable traffic flow
(Santhanakrishnan and Rajamani 2003).

The importance of traffic flow stability has
not been fully understood by the research com-
munity. Traffic flow stability is likely to become
important when the number of ACC vehicles
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on the highway increase and their penetration
percentage into vehicles on the road becomes
significant.

Recent AutomotiveMarket
Developments

The latest versions of ACC systems on the market
have been enhanced with collision warning, inte-
grated brake support, and stop-and-go operation
functionality.

The collision warning feature uses the same
radar as the ACC system to detect moving
vehicles ahead and determine whether driver
intervention is required. In this case, visual
and audio warnings are provided to alert the
driver and brakes are pre-charged to allow
quick deceleration. On Ford’s ACC-equipped
vehicles, brakes are also automatically applied
when the driver lifts the foot off from the
accelerator pedal in a detected collision warning
scenario.

When enabled with stop-and-go functional-
ity, the ACC system can also operate at low
vehicle speeds in heavy traffic. The vehicle can
be automatically brought to a complete stop when
needed and restarted automatically. Stop-and-go
is an expensive option and requires the use of
multiple radar sensors on each car. For instance,
the BMW ACC system uses two short range
and one long range radar sensor for stop-and-go
operation.

The 2013 versions of ACC on the Cadillac
ATS and on the Mercedes Distronic systems are
also being integrated with camera based lateral
lane position measurement systems. On the Mer-
cedes Distronic systems, a camera steering assist
system provides automatic steering, while on the
Cadillac ATS, a camera based system provides
lane departure warnings.

Future Directions

Current ACC systems use only on-board sensors
and do not use wireless communication with

other vehicles. There is a likelihood of evolution
of current systems into co-operative adaptive
cruise control (CACC) systems which utilize
wireless communication with other vehicles
and highway infrastructure. This evolution
could be facilitated by the dedicated short-
range communications (DSRC) capability being
developed by government agencies in the US,
Europe and Japan. In the US, DSRC is being
developed with a primary goal of enabling
communication between vehicles and with
infrastructure to reduce collisions and support
other safety applications. In CACC, wireless
communication could provide acceleration
signals from several preceding downstream
vehicles. These signals could be used in better
spacing policies and control algorithms to
improve safety, ensure string stability, and
improve traffic flow.
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Abstract

This entry deals with the kinematic self-
coordination aspects to be managed by parts
of underwater floating manipulators, whenever
employed for sample collections at the seafloor.

Kinematic self-coordination is here intended
as the autonomous ability exhibited by the system
in closed loop specifying the most appropriate
reference velocities for its main constitutive parts
(i.e., the supporting vehicle and the arm) in order
to execute the sample collection with respect to
both safety and best operability conditions for
the system while also guaranteeing the needed
“execution agility” in performing the task, par-
ticularly useful in case of underwater repeated
collections. To this end, the devising and em-
ployment of a unifying control framework capa-
ble of guaranteeing the above properties will be
outlined.

Such a framework is however intended to only
represent the so-called Kinematic Control Layer
(KCL) overlaying a Dynamic Control Layer
(DCL), where the overall system dynamic and
hydrodynamic effects are suitably accounted
for, to the benefit of closed loop tracking
of the reference system velocities. Since the
DCL design is carried out in a way which
is substantially independent from the system
mission(s), it will not constitute a specific topic
of this entry, even if some orienting references
about it will be provided.

At this entry’s end, as a follow-up of the
resulting structural invariance of the devised KCL
framework, future challenges addressing much
wider and complex underwater applications will
be foreseen, beyond the here-considered sample
collection one.

Keywords

Kinematic control law (KCL); Manipulator;
Motion priorities

Introduction

An automated system for underwater sampling
is here intended to be an autonomous underwa-
ter floating manipulator (see Fig. 1) capable of
collecting samples corresponding to an a priori
assigned template. The snapshots of Fig. 1 outline
the most recent realization of a system of this
kind (completed in 2012 within the EU-funded
project TRIDENT; Sanz et al. 2012) when in
operation, which is characterized by a vehicle
and an endowed 7-dof arm exhibiting comparable
masses and inertia, thus resulting in potentially
faster and more agile designs than the very few
similar previous realizations.

Its general the operational mode consists in
exploring an assigned area of the seafloor, while
executing a collection each time a feature corre-
sponding to the assigned template is recognized
(by the vehicle endowed with a stereovision sys-
tem) as a sample to be collected.

Thus the autonomous functionalities to be ex-
hibited are the following (to be sequenced as they
are listed on an event-driven basis): (1) explore an
assigned seabed area while visually performing
model-based sample recognitions, (2) suspend
the exploration and grasping a recognized sam-
ple, (3) deposit the sample inside an endowed
container, and (4) then restart exploring till the
next recognized sample.

Functionalities (1) and (4), since they do not
require the arm usage, naturally reenter within the
topics of navigation, patrolling, visual mapping,
etc., which are typical of traditional AUVs and
consequently will not be discussed here. Only
functionality (2) will be discussed, since it is
most distinctive of the considered system (often
termed as I-AUV, with “I” for “Intervention”) and
because functionality (3) can be established along
the same lines of (2) as a particular simpler case.
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AdvancedManipulation for Underwater Sampling, Fig. 1 Snapshots showing the underwater floating manipulator
TRIDENT when autonomously picking an identified object

By then focusing on functionality (2), we
must note how the sample grasping ultimate
objective, which translates into a specific
position/attitude to be reached by the end-
effector, must however be achieved within the
preliminary fulfillment of also other objectives,
each one reflecting the need of guaranteeing
the system operating within both its safety
and best operability conditions. For instance,
the arm’s joint limits must be respected and
the arm singular postures avoided. Moreover,
since the sample position is estimated via the
vehicle with a stereo camera, the sample must
stay grossly centered inside its visual cone,
since otherwise the visual feedback would be
lost and the sample search would need to start
again. Also, the sample must stay within suitable
horizontal and vertical distance limits from the
camera frame, in order for the vision algorithm
to be well performing. And furthermore, in these
conditions the vehicle should be maintained with
an approximately horizontal attitude, for energy
savings.

With the exception of the objective of making
the end-effector position/attitude reaching the
grasping position, which is clearly an equality
condition, its related safety/enabling objectives
are instead represented by a set of inequality

conditions (involving various system variables)
whose achievement (accordingly with their
safety/enabling role) must therefore deserve the
highest priority.

System motions guaranteeing such prioritized
objective achievements should moreover allow
for a concurrent management of them (i.e., avoid-
ing a sequential motion management whenever
possible), which means requiring each objective
progressing toward its achievement, by at each
time instant only exploiting the residual system
mobility allowed by the current progresses of its
higher priority objectives. Since the available
system mobility will progressively increase
during time, accordingly with the progressive
achievement of all inequality objectives, this
will guarantee the grasping objective to be also
completed by eventually progressing within
adequate system safety and best operability
conditions. In this way the system will also
exhibit the necessary “agility” in executing its
maneuvers, in a way faster than in case they were
executed on a sequential motion basis.

The devising of an effective way to incor-
porate all the inequality and equality objectives
within a uniform and computationally efficient
task-priority-based algorithmic framework for
underwater floating manipulators has been the
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result of the developments outlined in the next
section.

The developed framework however solely
represents the so-called Kinematic Control Layer
(KCL) of the overall control architecture, that
is, the one in charge of closed-loop real-time
control generating the system velocity vector y
as a reference signal, to be in turn concurrently
tracked, via the action of the arm joint torques
and vehicle thrusters, by an adequate underlying
Dynamic Control Layer (DCL), where the overall
dynamic and hydrodynamic effects are kept into
account to the benefit of such velocity tracking.
Since the DCL can actually be designed in a
way substantially independent from the system
mission(s), it will not constitute a specific topic
of this entry. Its detailed dynamic-hydrodynamic
model-based structuring, also including a stabil-
ity analysis, can be found in Casalino (2011),
together with a more detailed description of the
upper-lying KCL, while more general references
on underwater dynamic control aspects can be
found, for instance, in Antonelli (2006).

Task-Priority-Based Control of
FloatingManipulators

The above-outlined typical set of objectives (of
inequality and/or equality types) to be achieved
within a sampling mission are here formalized.
Then some helpful generalizing definitions are
given, prior to presenting the related unifying
task-priority-based algorithmic framework to
be used.

Inequality and Equality Objectives
One of the objectives, of inequality type, related
to both arm safety and its operability is that
of maintaining each joint within corresponding
minimum and maximum limits, that is,

q1m < qi < qiM I i D 1; 2; : : : ; 7

Moreover, in order to have the arm operating
with dexterity, its manipulability measure (Naka-
mura 1991; Yoshikawa 1985) must ultimately
stay above a minimum threshold value, thus also

requiring the achievement of the inequality type
objective

� > �m

While the above objectives arise from inherently
scalar variables, other objectives instead arise as
conditions to be achieved within the Cartesian
space, where each one of them can be conve-
niently expressed in terms of the modulus associ-
ated to a corresponding Cartesian vector variable.

To be more specific, let us, for instance, refer
to the need of avoiding the occlusions between
the sample and the stereo camera, which might
occasionally occur due to the arm link motions.
Then such need can be, for instance, translated
into the ultimate achievement of the following set
of inequalities, for suitable chosen values of the
boundaries

klk > lmI k
k > 
mI kk < M

where l is the vector lying on the vehicle x-y
plane, joining the arm elbow with the line parallel
to the vehicle z-axis and passing through camera
frame origin, as sketched in Fig. 2a. Moreover 
is the misalignment vector formed by vector 

also lying on the vehicle x-y plane, joining the
lines parallel to the vehicle z-axis and, respec-
tively, passing through the elbow and the end-
effector origin.

As for the vehicle, it must keep the object of
interest grossly centered in the camera frame (see
Fig. 2b), thus meaning that the modulus of the
orientation error 	, formed by the unit vector np
of vector p from the sample to the camera frame
and the unit vector kc of the z-axis of the camera
frame itself, must ultimately satisfy the inequality

k	k < 	M

Furthermore, the camera must also be closer than
a given horizontal distance dM to the vertical
line passing through the sample, and it must
lie between a maximum and minimum height
with respect to the sample itself, thus implying
the achievement of the following inequalities
(Fig. 2c, d):
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Advanced Manipulation for Underwater Sampling, Fig. 2 Vectors allowing for the defintion of some inequality
objectives in the Cartesian space: (a) camera occlusion, (b) camera centering, (c) camera distance, (d) camera height

kdk < dM I hm < khk < hM

Also since the vehicle should exhibit an
almost horizontal attitude, this further requires
the achievement of the following additional
inequality:

k�k < �M
with � the misalignment vector formed by the
absolute vertical unit vector ko with the vehicle
z-axis one kv .

And finally the end-effector must eventually
reach the sample, for then picking it. Thus the fol-
lowing, now of equality type, objectives must also
be ultimately achieved, where r is the position

error and � the orientation one of the end-effector
frame with respect to the sample frame

krk D 0I k#k D 0

As already repeatedly remarked, the achievement
of the above inequality objectives (since related
to the system safety and/or its best operability)
must globally deserve a priority higher than the
last equality.

Basic Definitions
The following definitions only regard a generic
vector s 2 R3 characterizing a corresponding
generic objective defined in the Cartesian space
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(for instance, with the exclusion of the joint and
manipulability limits, all the other above-reported
objectives). In this case the vector is termed to be
the error vector of the objective, and it is assumed
measured with components on the vehicle frame.
Then its modulus

� PD ksk

is termed to be the error, while its unit vector

n PDs=� I � ¤ 0

is accordingly denoted as the unit error vector.
Then the following differential Jacobian relation-
ship can always be evaluated for each of them:

Ps D Hy

where y 2 RN (N D .7 C 6/ for the system
of Fig. 1) is the stacked vector composed of the
joint velocity vector Pq 2 R7, plus the stacked
vector v 2 R6 of the absolute vehicle velocities
(linear and angular) with components on the
vehicle frame and with Ps clearly representing the
time derivative of vector s itself, as seen from
the vehicle frame and with components on it
(see Casalino (2011) for details on the real-time
evaluation of Jacobian matrices H/.

Obviously, for the time derivative P� of
the error, also the following differential
relationship holds

P� D nTHy

Further, to each error variable � , a so-called error
reference rate is real time assigned of the form

PN� D ��.� � �o/˛.�/

where for equality objectives �o is the target
value and ˛.�/ � 1, while for inequality ones,
�o is the threshold value and ˛.�/ is a left-
cutting or right-cutting (in correspondence of �o/
smooth sigmoidal activation function, depending
on whether the objective is to force � to be below
or above �o, respectively.

In case PN� could be exactly assigned to its
corresponding error rate P� , it would consequently
smoothly drive � toward the achievement of its
associated objective. Note however that for in-
equality objectives, it would necessarily impose
P� D 0 in correspondence of a point located
inside the interval of validity of the inequality
objective itself, while instead such an error rate
zeroing effect should be relaxed, for allowing
the helpful subsequent system mobility increase,
which allows for further progress toward other
lower priority control objectives. Such a relax-
ation aspect will be dealt with soon.

Furthermore, in correspondence of a reference
error rate PN� , the so-called reference error vector
rate can also be defined as

PNs PDn P�

that for equality objectives requiring the zeroing
of their error � simply becomes

PNs PD � �s

whose evaluation, since not requiring its unit
vector n, will be useful for managing equality
objectives.

Finally note that for each objective not de-
fined in the Cartesian space (like, for instance,
the above joint limits and manipulability), the
corresponding scalar error variable, its rate, and
its reference error rate can instead be managed
directly, since obviously they do not require any
preliminary scalar reduction process.

Managing the Higher Priority Inequality
Objectives
A prioritized list of the various scalar inequal-
ity objectives, to be concurrently progressively
achieved, is suitably established in a descending
priority order.

Then, by starting to consider the highest pri-
ority one, we have that the linear manifold of
the system velocity vector y (i.e., the arm joints
velocity vector Pq stacked with vector v of the
vehicle linear and angular velocities), capable of
driving toward its achievement, results at each
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time instant as the set of solution of the following
minimization problem with scalar argument, with
row vector G1 PD˛1 nT1 H1 and scalar ˛1 the same
activation function embedded within the refer-
ence error rate PN�1

S1 PD
(

argmin
y

�� PN�1 �G1y
��2
)

,

y D G#
1

PN�1 C .I �G#
1G1/z1 PD�1 CQ1z1I 8z1

(1)

The above minimization, whose solution man-
ifold appears at the right (also expressed in a
concise notation with an obvious correspondence
of terms) parameterized by the arbitrary vector
z1, has to be assumed executed without extracting
the common factor ˛1, that is, by evaluating
the pseudo-inverse matrix G#

1 via the regularized
form

G#
1 D �

˛21n
T
1 H1H

T
1 n1 C p1

��1
˛1H

T
1 n1

with p1, a suitably chosen bell-shaped, finite sup-
port and centered on zero, regularizing function
of the norm of row vector G1.

In the above solution manifold, when ˛1 D
1 (i.e., when the first inequality is still far to
be achieved), the second arbitrary term Q1z1 is
orthogonal to the first, thus having no influence
on the generated P�1 D PN�1 and consequently
suitable to be used for also progressing toward
the achievement of other lower priority objec-
tives, without perturbing the current progressive
achievement of the first one. Note however that,
since in this condition the span of the second
term results one dimension less than the whole
system velocity space y 2 RN , this implies that
the lower priority objectives can be progressed
by only acting within a one-dimension reduced
system velocity subspace.

When ˛1 D 0 (i.e., when the first inequality is
achieved) since G#

1 D 0 (as granted by the reg-
ularization) and consequently y D z1, the lower
priority objectives can instead be progressed by
now exploiting the whole system velocity space.

When instead ˛1 is within its transition zone
0 < ˛1 < 1 (i.e., when the first inequality is near
to be achieved), since the two terms of the so-
lution manifold now become only approximately
orthogonal, this can make the usage of the second
term for managing lower priority tasks, possibly
counteracting the first, currently acting in favor
of the highest priority one, but in any case with-
out any possibility of making the primary error
variable �1 getting out of its enlarged boundaries
(i.e., the ones inclusive of the transition zone),
thus meaning that once the primary variable �1
has entered within such larger boundaries, it will
definitely never get out of them.

With the above considerations in mind,
managing the remaining priority-descending
sequence of inequality objectives can then be
done by applying the same philosophy to each
of them and within the mobility space left free
by its preceding ones, that is, as the result of
the following sequence of nested minimization
problems:

Si PD
(

argmin
y2Si�1

�� PN�i �Giy
��2
)

I i D 1; 2; : : : ; k

with Gi PD˛inTi Hi and with k indexing the low-
est priority inequality objective and where the
highest priority objective has been also included
for the sake of completeness (upon letting So D
RN/. In this way the procedure guarantees the
concurrent prioritized convergence (actually oc-
curring as a sort of “domino effect” scattering
along the prioritized objective list) toward the
ultimate fulfillment of all inequality objectives,
each one within its enlarged bounds at worse and
with no possibility of getting out of them, once
reached.

Further, a simple algebra allows translating the
above sequence of k nested minimizations into
the following algorithmic structure, with initial-
ization �0 D 0; Q0 D I (see Casalino et al.
2012a,b for more details):

OG1 PDGiQi

Ti D �
I �Qi�1G#

i Gi
�
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�i D Ti�i�1 CQi�1G#
i

PN�i
Qi D Qi�1

�
I �G#

i Gi
�

ending with the last k-th iteration with the solu-
tion manifold

y D �k CQkzk I 8zk

where the residual arbitrariness spaceQkzz has to
be then used for managing the remaining equality
objectives, as hereafter indicated.

Managing the Lower Priority Equality
Objectives and SubsystemMotion
Priorities
For managing the lower priority equality
objectives when these require the zeroing of
their associated error �i (as, for instance, for the
end-effector sample reaching task), the following
sequence of nested minimization problems has
to be instead considered (with initialization �k ;
Qk/:

Si PD
(

argmin
y2Si�1

��PNsi �Hiy
��2
)

I i D .kC1/; : : : ; m

with m indexing the last priority equality objec-
tive and where the whole reference error vector
rates PNsi and associated whole error vectors Psi
have now to be used, since for ˛i � 1 (as it is
for any equality objective) the otherwise needed
evaluation of unit vectors ni (which become ill
defined for the relevant error �i approaching
zero) would most probably provoke unwanted
chattering phenomena around �i D 0, while
instead the above avoids such risk (since PNsi and Psi
can be evaluated without requiring ni ), even if at
the cost of requiring, for each equality objective,
three degrees of mobility instead of a sole one,
as it instead is for each inequality objectives.
However, note how the algorithmic translation
of the above procedure remains structurally the
same as the one for the inequality objectives
(obviously with the substitutions PNsi ! PN�i , Hi !
Gi , and with initialization �k ,Qk/, thus ending in
correspondence of them-th last equality objective
with the solution manifold

y D �m CQmzmI 8zm

where the still possibly existing residual arbitrari-
ness space Qmzm can be further used for assign-
ing motion priorities between the arm and the
vehicle, for instance, via the following additional
least-priority ending task

y D argmin
y2Sm

k�k2 D �mC1

whose solution �mC1 (with no more arbitrariness
required) finally assures (while respecting all pre-
vious priorities) a motion minimality of the vehi-
cle, thus implicitly assigning to the arm a greater
mobility, which in turn allows the exploitation of
its generally higher motion precision, especially
during the ultimate convergence toward the final
grasping.

Implementations

The recently realized TRIDENT system of Fig. 1,
embedding the above introduced task-priority-
based control architecture, has been operating
at sea in 2012 (Port Soller Harbor, Mallorca,
Spain). A detailed presentation of the preliminary
performed simulations, then followed by pool
experiments, and finally followed by field trials
executed within a true underwater sea environ-
ment can be found in Simetti et al. (2013). The
related EU-funded TRIDENT project (Sanz et al.
2012) is the first one where agile manipulation
could be effectively achieved by part of an un-
derwater floating manipulator, not only as the
consequence of the comparable masses and iner-
tia exhibited by the vehicle and arm, but mainly
due to the adopted unified task-priority-based
control framework. Capabilities for autonomous
underwater floating manipulation were however
already achieved for the first time in 2009 at
the University of Hawaii, within the SAUVIM
project (Marani et al. 2009, 2014; Yuh et al.
1998) even if without effective agility (the related
system was in fact a 6-t vehicle endowed with a
less than 35 kg arm).
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Future Directions

The presented task-priority-based KCL structure
is invariant with the addition, deletion, and substi-
tution (even on-the-fly) of the various objectives,
as well as invariant to changes in their priority
ordering, thus constituting an invariant core po-
tentially capable of supporting intervention tasks
beyond the sole sample collection ones. On this
basis, more complex systems and operational
cases, such as, for instance, multi-arm systems
and/or even cooperating ones, can be foreseen
to be developed along the lines established by
the roadmap of Fig. 3 (with case 0 the current
development state).

The future availability of agile floating
single-arm or multi-arm manipulators, also
implementing cooperative interventions in
force of a unified control and coordination
structure (to this aim purposely extended),
might in fact pave the way toward the
realization of underwater hard-work robotized
places, where different intervention agents
might individually or cooperatively perform
different object manipulation and transportation
activities, also including assembly ones,
thus far beyond the here considered case of
sample collection. Such scenarios deserve the
attention not only of the science community
when needing to execute underwater works
(excavation, coring, instrument handling, etc.,

Advanced Manipulation for Underwater Sampling,
Fig. 3 A sketch of the foreseen roadmap for future de-
velopment of marine intervention robotics

other than sample collection) at increasing
depths but obviously also those of the offshore
industry.

Moreover, by exploiting the current and future
developments on underwater exploration and
survey mission performed by normal AUVs
(i.e., nonmanipulative), a possible work scenario
might also include the presence of these lasts,
for accomplishing different service activities
supporting the intervention ones, for instance,
relays with the surface, then informative activities
(for instance, the delivery of the area model built
during a previous survey phase or the delivery of
the intervention mission, both downloaded when
in surface and then transferred to the intervention
agents upon docking), or even when hovering
on the work area (for instance, close to a well-
recognized feature) behaving as a local reference
system for the self-localization of the operative
agents via twin USBL devices.
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Abstract

This entry provides a broad overview of how
air traffic for commercial air travel is scheduled
and managed throughout the world. The major
causes of delays and congestion are described,
which include tight scheduling, safety restric-
tions, infrastructure limitations, and major distur-
bances. The technical and financial challenges to
air traffic management are outlined, along with
some of the promising developments for future
modernization.
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Introduction: How Does Air Traffic
Management Work?

This entry focuses on air traffic management for
commercial air travel, the passenger- and cargo-
carrying operations with which most of us are
familiar. This is the air travel with a pressing
need for modernization to address current and
future congestion. Passenger and cargo traffic
is projected to double over the next 20 years,
with growth rates of 3–4 % annually in developed
markets such as the USA and Europe and growth
rates of 6 % and more in developing markets such
as Asia Pacific and the Middle East.

In most of the world, air travel is a distributed,
market-driven system. Airlines schedule flights
based on when people want to fly and when it is
optimal to transport cargo. Most passenger flights
are scheduled during the day; most package car-
rier flights are overnight. Some airports limit
how many flights can be scheduled by having
a slot system, others do not. This decentralized
schedule of flights to and from airports around the
world is controlled by a network of air navigation
service providers (ANSPs) staffed with air traffic
controllers, who ensure that aircraft are separated
safely.

http://dx.doi.org/10.1007/978-1-4471-5058-9_100001
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The International Civil Aviation Organization
(ICAO) has divided the world’s airspace into
flight information regions. Each region has a
country that controls the airspace, and the ANSP
for each country can be a government depart-
ment, state-owned company, or private organiza-
tion. For example, in the United States, the ANSP
is the Federal Aviation Administration (FAA),
which is a government department. The Canadian
ANSP is NAV CANADA, which is a private
company.

Each country is different in terms of the ser-
vices provided by the ANSP, how the ANSP
operates, and the tools available to the controllers.
In the USA and Europe, the airspace is divided
into sectors and areas around airports. An air
traffic control center is responsible for traffic flow
within its sector and rules and procedures are in
place to cover transfer of control between sectors.
The areas around busy airports are usually han-
dled by a terminal radar approach control. The air
traffic control tower personnel handle departing
aircraft, landing aircraft, and the movement of
aircraft on the airport surface.

Air traffic controllers in developed air travel
markets like the USA and Europe have tools that
help them with the business of controlling and
separating aircraft. Tower controllers operating at
airports can see aircraft directly through windows
or on computer screens through surveillance
technology such as radar and Automatic
Dependent Surveillance-Broadcast (ADS-B).
Tower controllers may have additional tools
to help detect and prevent potential collisions
on the airport surface. En route controllers can
see aircraft on computer screens and may have
additional tools to help detect potential losses
of separation between aircraft. Controllers can
communicate with aircraft via radio and some
have datalink communication available such
as Controller-Pilot Datalink Communications
(CPDLC).

Flight crews have tools to help with navigating
and flying the airplane. Autopilots and autothrot-
tles off-load the pilot from having to continuously
control the aircraft; instead the pilot can specify
the speed, altitude, and heading and the autopilot
and autothrottle will maintain those commands.

Flight management systems (FMS) assist in flight
planning in addition to providing lateral and ver-
tical control of the airplane. Many aircraft have
special safety systems such as the Traffic Alert
and Collision Avoidance System, which alerts the
flight crew to potential collisions with other air-
borne aircraft, and the Terrain Avoidance Warn-
ing Systems (TAWS), which alert the flight crew
to potential flight into terrain.

Causes of Congestion and Delays

Congestion and delays are caused by multiple
reasons. These include tight scheduling, safety
limitations on how quickly aircraft can take off
and land and how closely they can fly, infras-
tructure limitations such as the number of run-
ways at an airport and the airway structure, and
disturbances such as weather and unscheduled
maintenance.

Tight Scheduling
Tight scheduling is a major contributor to con-
gestion and delays. The hub and spoke system
that many major airlines operate with to minimize
connection times means that aircraft arrive and
depart in multiple banks during the day. During
the arrival and departure banks, airports are very
busy. As mentioned previously, passengers have
preferred times to travel, which also increase de-
mand at certain times. At airports that do not limit
flight schedules by using slot scheduling, the
number of flights scheduled can actually exceed
the departure and arrival capacity of the airport
even in best-case conditions. One of the reasons
that airlines are asked to report on-time statistics
is to make the published airline schedules more
reflective of the average time from departure to
arrival, not the best-case time.

Aircraft themselves are also tightly scheduled.
Aircraft are an expensive capital asset. Since cus-
tomers are very sensitive to ticket prices, airlines
need to have their aircraft flying as many hours as
possible per day. Airlines also limit the number of
spare aircraft and flight crews available to fill in
when operations are disrupted to control costs.
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Safety Restrictions
Safety restrictions contribute to congestion.
There is a limit to how quickly aircraft can
take off from and land on a runway. Sometimes
runways are used for both departing and arriving
aircraft; at other times a runway may be used
for departures only or arrivals only. Either way,
the rule that controllers follow for safety is that
only one aircraft can occupy the runway at one
time. Thus, a landing aircraft must turn off of
the runway before another aircraft can take off
or land. This limitation and other limitations like
the ability of controllers to manage the arrival
and departure aircraft propagate backwards from
the airport. Aircraft need to be spaced in an
orderly flow and separated no closer than what
can be supported by airport arrival rates. The
backward propagation can go all the way to the
departure airports and cause aircraft to be held on
the ground as a means to regulate the traffic flow
into a congested airport or through a congested
air traffic sector.

There is a limit on how close aircraft can fly.
Aircraft produce a wake that can be dangerous
for other aircraft that are following too closely
behind. Pilots are aware of this limitation and
space safely when doing visual separation. Rules
that controllers apply for separation take into
account wake turbulence limitations, surveillance
limitations, and limitations on how well aircraft
can navigate and conform to the required speed,
altitude, and heading.

The human is a safety limitation. Controllers
and pilots are human. Being human, they have
excellent reasoning capability. However, they are
limited as to the number of tasks they can perform
and are subject to fatigue. The rules and proce-
dures in place to manage and fly aircraft take into
account human limitations.

Infrastructure Limitations
Infrastructure limitations contribute to congestion
and delays. Airport capacity is one infrastructure
limitation. The number of runways combined
with the available aircraft gates and capacity to
process passengers through the terminal limit the
airport capacity.

The airspace itself is a limitation. The airspace
where controllers provide separation services is
divided into an orderly structure of airways.
The airways are like one-way, one-lane roads in
the sky. They are stacked at different altitudes,
which are usually separated by either 1,000 ft.
or 2,000 ft. The width of the airways depends
on how well aircraft can navigate. In the US
domestic airspace where there are regular
navigation aids and direct surveillance of aircraft,
the airways have a plus or minus 4 NM width.
Over the ocean, airways may need to be separated
laterally by as much as 120 NM since there are
fewer navigation aids and aircraft are not under
direct control but separated procedurally. The
limited number of airways that the airspace can
support limits available capacity.

The airways themselves have capacity lim-
itations just as traditional roads do. There are
special challenges for airways since aircraft need
a minimum separation distance, aircraft cannot
slow down to a stop, and airways do not allow
passing. So, although it may look like there is a
lot of space in which aircraft can fly, there are
actually a limited number of routes between a city
pair or over oceanic airspace.

The radio that is used for pilots and controllers
to communicate is another infrastructure limita-
tion. At busy airports, there is significant radio
congestion and pilots may need to wait to get an
instruction or response from a controller.

Disturbances
Weather is a significant disturbance in air traffic
management. Weather acts negatively in many
ways. Wet or icy pavement affects the braking
ability of aircraft so they cannot vacate a runway
as quickly as in dry conditions. Low cloud ceil-
ings mean that all approaches must be instrument
approaches rather than visual approaches, which
also reduces runway arrival rates. Snow must be
cleared from runways, closing them for some
period of time. High winds can mean that certain
approaches cannot be used because they are not
safe. In extreme weather, an airport may need to
close. Weather can block certain airways from
use, requiring rerouting of aircraft. Rerouting
increases demand on nearby airways, which may
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or may not have the required additional capacity,
so the rerouting cascades on both sides of the
weather.

Why Is Air Traffic Management
Modernization So Hard?

Air traffic management modernization is difficult
for financial and technical reasons. The air traffic
management system operates around the clock. It
cannot be taken down for a significant period of
time without a major effect on commerce and the
economy.

Financing is a significant challenge for air
traffic management modernization. Governments
worldwide are facing budgetary challenges and
improvements to air travel are one of many com-
peting financial interests. Local airport authori-
ties have similar challenges in raising money for
airport improvements. Airlines have competitive
limitations on how much ticket prices can rise
and therefore need to see a payback on invest-
ment in aircraft upgrades that can be as short as
2 years.

Another financial challenge is that the entity
that needs to pay for the majority of an improve-
ment may not be the entity that gets the majority
of the benefit, at least near term. One example of
this is the installation of ADS-B transmitters on
aircraft. Buying and installing an ADS-B trans-
mitter costs the aircraft owner money. It benefits
the ANSPs, who can receive the transmissions
and have them augment or replace expensive
radar surveillance, but only if a large number of
aircraft are equipped. Eventually the ANSP ben-
efit will be seen by the aircraft operator through
lower operating costs but it takes time. This is
one reason that ADS-B transmitter equipage was
mandated in the USA, Europe, and other parts of
the world rather than letting market forces drive
equipage.

All entities, whether governmental or private,
need some sort of business case to justify invest-
ment, where it can be shown that the benefit of the
improvement outweighs the cost. The same sys-
tem complexity that makes congestion and delays
in one region propagate throughout the system

makes it a challenge to accurately estimate bene-
fits. It is complicated to understand if an improve-
ment in one part of the system will really help
or just shift where the congestion points are. De-
cisions need to be made on what improvements
are the best to invest in. For government entities,
societal benefits can be as important as financial
payback, and someone needs to decide whose
interests are more important. For example, the
people living around an airport might want longer
arrival paths at night to minimize noise while air
travelers and the airline want the airline to fly the
most direct route into an airport. A combination
of subject matter expertise and simulation can
provide a starting point to estimate benefit, but
often only operational deployment will provide
realistic estimates.

It is a long process to develop new technolo-
gies and operational procedures even when the
benefit is clear and financing is available. The
typical development steps include describing the
operational concept; developing new controllers
procedures, pilot procedures, or phraseology if
needed; performing a safety and performance
analysis to determine high level requirements;
performing simulations that at some point may
include controllers or pilots; designing and build-
ing equipment that can include software, hard-
ware, or both; and field testing or flight testing the
new equipment. Typically, new ground tools are
field tested in a shadow mode, where controllers
can use the tool in a mock situation driven by
real data before the tool is made fully opera-
tional. Flight testing is performed on aircraft that
are flying with experimental certificates so that
equipment can be tested and demonstrated prior
to formal certification.

Avionics need to be certified before opera-
tional use to meet the rules established to ensure
that a high safety standard is applied to air travel.
To support certification, standards are developed.
Frequently the standards are developed through
international cooperation and through consen-
sus decision-making that includes many different
organizations such as ANSPs, airlines, aircraft
manufacturers, avionics suppliers, pilot associa-
tions, controller associations, and more. This is
a slow process but an important one, since it
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reduces development risk for avionics suppliers
and helps ensure that equipment can be used
worldwide.

Once new avionics or ground tools are avail-
able, it takes time for them to be deployed.
For example, aircraft fleets are upgraded as air-
craft come in for major maintenance rather than
pulling them out of scheduled service. Flight
crews need to be trained on new equipment before
it can be used, and training takes time. Ground
tools are typically deployed site by site, and the
controllers also require training on new equip-
ment and new procedures.

Promise for the Future

Despite the challenges and complexity of air
traffic management, there is a path forward for
significant improvement in both developed and
developing air travel markets. Developing air
travel markets in countries like China and India
can improve air traffic management using pro-
cedures, tools, and technology that is already
used in developed markets such as the USA and
Europe. Emerging markets like China are will-
ing to make significant investments in improving
air traffic management by building new airports,
expanding existing airports, changing controller
procedures, and investing in controller tools. In
developed markets, new procedures, tools, and
technologies will need to be implemented. In
some regions, mandates and financial incentives
may play a part in enabling infrastructure and
equipment changes that are not driven by the
marketplace.

The USA and Europe are both supporting
significant research, development, and im-
plementation programs to support air traffic
management modernization. In the USA, the
FAA has a program known as NextGen, the
Next Generation Air Transportation System. In
Europe, the European Commission oversees
a program known as SESAR, the Single
European Sky Air Traffic Management Research,
which is a joint effort between the European
Union, EUROCONTROL, and industry partners.
Both programs have substantial support and

financing. Each program has organized its efforts
differently but there are many similarities in the
operational objectives and improvements being
developed.

Airport capacity problems are being addressed
in multiple ways. Controllers are being provided
with advanced surface movement guidance and
control systems that combine radar surveillance,
ADS-B surveillance, and sensors installed at the
airport with valued-added tools to assist with traf-
fic control and alert controllers to potential col-
lisions. Datalink communications between con-
trollers and pilots will reduce radio-frequency
congestion, reduce communication errors, and
enable more complex communication. The USA
and Europe have plans to develop a modernized
datalink communication infrastructure between
controllers and pilots that would include infor-
mation like departure clearances and the taxiway
route clearance. Aircraft on arrival to an airport
will be controlled more precisely by equipping
aircraft with capabilities such as the ability to fly
to a required time of arrival and the ability to
space with respect to another aircraft.

Domestic airspace congestion is being ad-
dressed in Europe by moving towards a single
European sky where the ANSPs for the individ-
ual nations coordinate activities and airspace is
structured not as 27 national regions but operated
as larger blocks. Similar efforts are undergoing
in the USA to improve the cooperation and coor-
dination between the individual airspace sectors.
In some countries, large blocks of airspace are
reserved for special use by the military. In those
countries, efforts are in place to have dynamic
special use airspace that is reserved on an as-
needed basis but otherwise available for civil
use.

Oceanic airspace congestion is being
addressed by leveraging the improved navigation
performance of aircraft. Some route structures
are available only to aircraft that can flight to
a required navigation performance. These route
structures have less required lateral separation,
and thus more routes can be flown in the same
airspace. Pilot tools that leverage ADS-B are
allowing aircraft to make flight level changes
with reduced separation and in the future
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are expected to allow pilots to do additional
maneuvering that is restricted today, such as
passing slower aircraft.

Weather cannot be controlled but efforts are
underway to do better prediction and provide
more accurate and timely information to pilots,
controllers, and aircraft dispatchers at airlines.
On-board radars that pilots use to divert around
weather are adding more sophisticated process-
ing algorithms to better differentiate hazardous
weather. Future flight management systems will
have the capability to include additional weather
information. Datalinks between the air and the
ground or between aircraft may be updated to
include information from the on-board radar sys-
tems, allowing aircraft to act as local weather
sensors. Improved weather information for pilots,
controllers, and dispatchers improves flight plan-
ning and minimizes the necessary size of devia-
tions around hazardous weather while retaining
safety.

Weather is also addressed by providing air-
craft and airports with equipment to improve
airport access in reduced visibility. Ground-based
augmentation systems installed at airports pro-
vide aircraft with the capability to do precision-
based navigation for approaches to airports with
low weather ceilings. Other technologies like
enhanced vision and synthetic vision, which can
be part of a combined vision system, provide the
capability to land in poor visibility.

Summary

Air traffic management is a complex and interest-
ing problem. The expected increase in air travel
worldwide is driving a need for improvements
to the existing system so that more passengers
can be handled while at the same time reducing
congestion and delays. Significant research and
development efforts are underway worldwide to
develop safe and effective solutions that include
controller tools, pilot tools, aircraft avionics, in-
frastructure improvements, and new procedures.
Despite the technical and financial challenges,
many promising technologies and new proce-
dures will be implemented in the near, mid-,

and far term to support air traffic management
modernization worldwide.
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Abstract

Aircraft flight control is concerned with using
the control surfaces to change aerodynamic mo-
ments, to change attitude angles of the aircraft
relative to the air flow, and ultimately change
the aerodynamic forces to allow the aircraft to
achieve the desired maneuver or steady condi-
tion. Control laws create the commanded con-
trol surface positions based on pilot and sensor
inputs. Traditional control laws employ propor-
tional and integral compensation with scheduled
gains, limiting elements, and cross feeds between
coupled feedback loops. Dynamic inversion is an
approach to develop control laws that systemati-
cally addresses the equivalent of gain schedules
and the multivariable cross feeds, can incorpo-
rate constrained optimization for the limiting ele-
ments, and maintains the use of proportional and
integral compensation to achieve the benefits of
feedback.
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Introduction

Flying is made possible by flight control and this
applies to birds and the Wright Flyer, as well as
modern flight vehicles. In addition to balancing
lift and weight forces, successful flight also re-
quires a balance of moments or torques about the
mass center. Control is a means to adjust these
moments to stay in equilibrium and to perform
maneuvers. While birds use their feathers and
the Wright Flyer warped its wings, modern flight
vehicles utilize hinged control surfaces to adjust
the moments. The control action can be open
or closed loop, where closed loop refers to a
feedback loop consisting of sensors, computer,
and actuation. A direct connection between the
cockpit pilot controls and the control surfaces
without a feedback loop is open loop control. The
computer in the feedback loop implements a con-
trol law (computer program). The development of
the control law is discussed in this entry.

Although the following discussion is applica-
ble to a wide range of flight vehicles including
gliders, unmanned aerial vehicles, lifting bodies,
missiles, rockets, helicopters, and satellites, the
focus of this entry will be on fixed wing commer-
cial and military aircraft with human pilots.

Flight

Aircraft are maneuvered by changing the forces
acting on the mass center, e.g., a steady level
turn requires a steady force towards the direction
of turn. The force is the aerodynamic lift force
.L/ and it is banked or rotated into the direction
of the turn. The direction can be adjusted with
the bank angle .�/ and for a given airspeed .V /
and air density .�/, the magnitude of the force
can be adjusted with the angle-of-attack .˛/. This
is called bank-to-turn. Aircraft, e.g., missiles,
can also skid-to-turn where the aerodynamic side
force .Y / is adjusted with the sideslip angle .ˇ/
but this entry will focus on bank-to-turn.

Equations of motion (Enns et al. 1996; Stevens
and Lewis 1992) can be used to relate the time
rates of change of �, ˛, and ˇ to roll .p/, pitch
.q/, and yaw .r/ rate. See Fig. 1. Approximate
relations (for near steady level flight with no
wind) are

Aircraft Flight Control,
Fig. 1 Flight control
variables
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P� D p

P̨ D q C L �mg
mV

P̌ D �r C Y

mV

where m is the aircraft mass, and g is the grav-
itational acceleration. In straight and level flight
conditions LDmg and Y D 0 so we think of
these equations as kinematic equations where the
rates of change of the angles �, ˛, and ˇ are the
angular velocities p; q; and r .

Three moments called roll, pitch, and yaw for
angular motion to move the right wing up or
down, nose up or down, and nose right or left,
respectively create the angular accelerations to
change p, q, and r , respectively. The equations
are Newton’s 2nd law for rotational motion. The
moments (about the mass center) are dominated
by aerodynamic contributions and depend on �,
V , ˛, ˇ, p; q; r , and the control surfaces. The
control surfaces are aileron .ıa/, elevator .ıe/,
and rudder .ır/ and are arranged to contribute pri-
marily roll, pitch, and yaw moments respectively.

The control surfaces .ıa, ıe, ır / contribute
to angular accelerations which are integrated to
obtain the angular rates .p; q; r/. The integral of
angular rates contributes to the attitude angles
.�; ˛; ˇ/. The direction and magnitude of aero-
dynamic forces can be adjusted with the attitude
angles. The forces create the maneuvers or steady
conditions for operation of the aircraft.

Pure Roll Axis Example
Consider just the roll motion. The differential
equation (Newton’s 2nd law for the roll degree-
of-freedom) for this dynamical system is

Pp D Lpp C Lıaıa

where Lp is the stability derivative and Lıa is the
control derivative both of which can be regarded
as constants for a given airspeed and air density.

Pitch Axis or Short Period Example
Consider just the pitch and heave motion. The
differential equations (Newton’s 2nd law for the

pitch and heave degrees-of-freedom) for this dy-
namical system are

Pq D M˛˛ CMqq CMıeıe

P̨ D Z˛˛ C q CZıe ıe

where M˛, Mq , Z˛ are stability derivatives, and
Mıe is the control derivative, all of which can be
regarded as constants for a given airspeed and air
density.

Although Z˛ < 0 and Mq < 0 are stabilizing,
M˛ > 0makes the short period motion inherently
unstable. In fact, the short period motion of the
Wright Flyer was unstable. Some modern aircraft
are also unstable.

Lateral-Directional Axes Example
Consider just the roll, yaw, and side motion with
four state variables .�, p; r , ˇ/ and two inputs
.ıa, ır /. We will use the standard state space
equations with matricesA;B;C for this example.

The short period equations apply for yaw and
side motion (or dutch roll motion) with appro-
priate replacements, e.g., q with r , ˛ with �ˇ,
M with N . We add the term V�1g� to the P̌
equation. We include the kinematic equation P� D
p and add the term Lˇˇ to the Pp equation. The
dutch roll, like the short period, can be unstable
if Nˇ < 0, e.g., airplanes without a vertical tail.

There is coupling between the motions asso-
ciated with stability derivatives Lr , Lˇ , Np and
control derivatives Lır and Nıa. This is a fourth
order multivariable coupled system where ıa, ır
are the inputs and we can consider .p; r/ or
.�; ˇ/ as the outputs.

Control

The control objectives are to provide stability,
disturbance rejection, desensitization, and
satisfactory steady state and transient response
to commands. Specifications and guidelines for
these objectives are assessed quantitatively with
frequency, time, and covariance analyses and
simulations.
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Integrator with P+ I Control
The system to be controlled is the integrator for
y in Fig. 2 and the output of the integrator .y/
is the controlled variable. The proportional gain
.Kb > 0/ is a frequency and sets the bandwidth
or crossover frequency of the feedback loop. The
value of Kb will be between 1 and 10 rad/s in
most aircraft applications. Integral action can be
included with the gain, fi > 0 with a value
between 0 and 1.5 in most applications. The value
of the command gain, fc > 0, is set to achieve a
desired closed loop response from the command
yc to the output y. Values of fi D 0:25 and fc D
0:5 are typical. In realistic applications, there is a
limit that applies at the input to the integrator. In
these cases, we are obligated to include an anti-
integral windup gain, fa > 0 (typical value of 2)
to prevent continued integration beyond the limit.
The input to the limiter ( Pydes) is called the desired
rate of change of the controlled variable (Enns
et al. 1996).

The closed loop transfer function is

y

yc
D Kb.fcs C fiKb/

s2 CKbs C fiK
2
b

and the pilot produces the commands, .yc/ with
cockpit inceptors, e.g., sticks, pedals.

The control system robustness can be adjusted
with the choices made for y, Kb , fi , and fc .

These desired dynamics are utilized in all of
the examples to follow. In the following, we use
dynamic inversion (Enns et al. 1996; Wacker
et al. 2001) to algebraically manipulate the equa-
tions of motion into the equivalent of the integra-
tor for y in Fig. 2.

Pure Roll Motion Example
With algebraic manipulations called dynamic in-
version we can use the pure integrator results
in the previous section for the pure roll motion
example. For the controlled variable y D p,
given a measurement of the state x D p and
values for Lp and Lıa, we simply solve for the
input .u D ıa/ that gives the desired rate of
change of the output Pydes D Ppdes. The solution
is

ıa D L�1
ıa
. Ppdes �Lpp/

Since Lıa and Lp vary with air density and
airspeed, we are motivated to schedule these
portions of the control law accordingly.

Short Period Example
Similar algebraic manipulations use the general
state space notation

Px D Ax C Bu

y D Cx

We want to solve for u to achieve a desired rate
of change of y, so we start with

Py D CAx C CBu

If we can invert CB, i.e., it is not zero, for the
short period case, we solve for u with

u D .CB/�1. Pydes � CAx/

Implementation requires a measurement of the
state, x and models for the matrices CA and CB.
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The closed loop poles include the open loop
zeros of the transfer function y.s/

u.s/ (zero dynamics)
in addition to the roots of the desired dynamics
characteristic equation. Closed loop stability re-
quires stable zero dynamics. The zero dynamics
have an impact on control system robustness and
can influence the precise choice of y.

When y D q, the control law includes the
following dynamic inversion equation

ıe D M�1
ıe
. Pqdes �Mqq �M˛˛/

and the open loop zero is Z˛ � ZıeM
�1
ıe
M˛,

which in almost every case of interest is a neg-
ative number.

Note that there are no restrictions on the open
loop poles. This control law is effective and
practical in stabilization of an aircraft with an
open loop unstable short period mode.

Since Mıe, Mq and M˛ vary with air density
and airspeed we are motivated to schedule these
portions of the control law accordingly.

When y D ˛, the zero dynamics are not
suitable as closed loop poles. In this case, the
pitch rate controller described above is the inner
loop and we apply dynamic inversion a second
time as an outer loop (Enns and Keviczky 2006)
where we approximate the angle-of-attack dy-
namics with the simplification that pitch rate has
reached steady state, i.e., Pq D 0 and regard pitch
rate as the input .u D q/ and angle-of-attack as
the controlled variable .y D ˛/. The approximate
equation of motion is

P̨ D Z˛˛ C q �ZıeM
�1
ıe

�
M˛˛ CMqq

�

D �
Z˛ �ZıeM

�1
ıe
M˛

�
˛

C �
1 �ZıeM

�1
ıe
Mq

�
q

This equation is inverted to give

qc D �
1 �ZıeM�1

ıe
Mq

��1
� P̨des � �

Z˛ �ZıeM
�1
ıe
M˛

�
˛
�

qc obtained from this equation is passed to the
inner loop as a command, i.e., yc of the inner
loop.

Lateral-Directional Example
If we choose the two angular rates as the con-
trolled variables (p; r), then the zero dynamics
are favorable. We use the same proportional plus
integral desired dynamics in Fig. 2 but there are
two signals represented by each wire (one associ-
ated with p and the other r).

The same state space equations are used for
the dynamic inversion step but now CA and CB
are 2 � 4 and 2 � 2 matrices, respectively instead
of scalars. The superscript in u D .CB/�1 . Pydes �
CAx/ now means matrix inverse instead of recip-
rocal. The zero dynamics are assessed with the
transmission zeros of the matrix transfer function
.p; r/=.ıa; ır /.

In the practical case where the aileron and
rudder are limited, it is possible to place a higher
priority on solving one equation vs. another if the
equations are coupled, by proper allocation of the
commands to the control surfaces which is called
control allocation (Enns 1998). In these cases, we
use a constrained optimization approach

min
umin�u�umax

jjCBu � . Pydes � CAx/jj

instead of the matrix inverse followed by a lim-
iter. In cases where there are redundant controls,
i.e., the matrix CB has more columns than rows,
we introduce a preferred solution, up and solve a
different constrained optimization problem

min
CBuCCAxD Pydes

jju � upjj

to find the solution that solves the equations that
is closest to the preferred solution. We utilize
weighted norms to accomplish the desired prior-
ity.

An outer loop to control the attitude angles
.�; ˇ/ can be obtained with an approach analo-
gous to the one used in the previous section.

Nonlinear Example
Dynamic inversion can be used directly with the
nonlinear equations of motion (Enns et al. 1996;
Wacker et al. 2001). General equations of mo-
tion, e.g., 6 degree-of-freedom rigid body can be
expressed with Px D f .x; u/ and the controlled
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variable is given by y D h.x/. With the chain
rule of calculus we obtain

Py D @h

@x
.x/ f .x; u/

and for a given Py D Pydes and (measured) x we
can solve this equation for u either directly or
approximately. In practice, the first order Taylor
Series approximation is effective

Py Š a .x; u0/C b .x; u0/ .u � u0/

where u0 is typically the past value of u, in
a discrete implementation. As in the previous
example, Fig. 2 can be used to obtain Pydes. The
terms a .x; u0/ � b .x; u0/ u0 and b .x; u0/ are
analogous to the terms CAx and the matrix CB,
respectively. Control allocation can be utilized
in the same way as discussed above. The zero
dynamics are evaluated with transmission zeros
at the intended operating points. Outer loops can
be employed in the same manner as discussed in
the previous section.

The control law with this approach utilizes
the equations of motion which can include table
lookup for aerodynamics, propulsion, mass prop-
erties, and reference geometry as appropriate.
The raw aircraft data or an approximation to the
data takes the place of gain schedules with this
approach.

Summary and Future Directions

Flight control is concerned with tracking com-
mands for angular rates. The commands may
come directly from the pilot or indirectly from
the pilot through an outer loop, where the pilot
directly commands the outer loop. Feedback con-
trol enables stabilization of aircraft that are inher-
ently unstable and provides disturbance rejection
and insensitive closed-loop response in the face
of uncertain or varying vehicle dynamics. Propor-
tional and integral control provide these benefits
of feedback. The aircraft dynamics are signifi-
cantly different for low altitude and high speed
compared to high altitude and low speed and so

portions of the control law are scheduled. Aircraft
do exhibit coupling between axes and so multi-
variable feedback loop approaches are effective.
Nonlinearities in the form of limits (noninvert-
ible) and nonlinear expressions, e.g., trigonomet-
ric, polynomial, and table look-up (invertible)
are present in flight control development. The
dynamic inversion approach has been shown to
include the traditional feedback control princi-
ples, systematically develops the equivalent of the
gain schedules, applies to multivariable systems,
applies to invertible nonlinearities, and can be
used to avoid issues with noninvertible nonlinear-
ities to the extent it is physically possible.

Future developments will include adaptation,
reconfiguration, estimation, and nonlinear
analyses. Adaptive control concepts will continue
to mature and become integrated with approaches
such as dynamic inversion to deal with
unstructured or nonparameterized uncertainty or
variations in the aircraft dynamics. Parameterized
uncertainty will be incorporated with near real
time reconfiguration of the aircraft model used
as part of the control law, e.g., reallocation of
control surfaces after an actuation failure. State
variables used as measurements in the control law
will be estimated as well as directly measured
in nominal and sensor failure cases. Advances
in nonlinear dynamical systems analyses will
create improved intuition, understanding, and
guidelines for control law development.

Cross-References

�PID Control
�Satellite Control
�Tactical Missile Autopilots
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Abstract

This entry provides an overview of the prob-
lems addressed by discrete-event systems (DES)
theory, with an emphasis on their connection to
various application contexts. The primary inten-
tions are to reveal the caliber and the strengths
of this theory and to direct the interested reader,
through the listed citations, to the corresponding
literature. The concluding part of the entry also
identifies some remaining challenges and further
opportunities for the area.
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Introduction

Discrete-event systems (DES) theory (�Models
for Discrete Event Systems: An Overview)
(Cassandras and Lafortune 2008) emerged in
the late 1970s/early 1980s from the effort

of the controls community to address the
control needs of applications concerning some
complex production and service operations,
like those taking place in manufacturing and
other workflow systems, telecommunication
and data-processing systems, and transportation
systems. These operations were seeking the
ability to support higher levels of efficiency
and productivity and more demanding notions
of quality of product and service. At the same
time, the thriving computing technologies of
the era, and in particular the emergence of
the microprocessor, were cultivating, and to a
significant extent supporting, visions of ever-
increasing automation and autonomy for the
aforementioned operations. The DES community
set out to provide a systematic and rigorous
understanding of the dynamics that drive the
aforementioned operations and their complexity,
and to develop a control paradigm that would
define and enforce the target behaviors for those
environments in an effective and robust manner.

In order to address the aforementioned objec-
tives, the controls community had to extend its
methodological base, borrowing concepts, mod-
els, and tools from other disciplines. Among
these disciplines, the following two played a
particularly central role in the development of
the DES theory: (i) the Theoretical Computer
Science (TCS) and (ii) the Operations Research
(OR). As a new research area, DES thrived on
the analytical strength and the synergies that
resulted from the rigorous integration of the mod-
eling frameworks that were borrowed from TCS
and OR. Furthermore, the DES community sub-
stantially extended those borrowed frameworks,
bringing in them many of its control-theoretic
perspectives and concepts.

In general, DES-based approaches are charac-
terized by (i) their emphasis on a rigorous and
formal representation of the investigated systems
and the underlying dynamics; (ii) a double focus
on time-related aspects and metrics that define
traditional/standard notions of performance for
the considered systems, but also on a more be-
haviorally oriented analysis that is necessary for
ensuring fundamental notions of “correctness,”
“stability,” and “safety” of the system operation,

http://dx.doi.org/10.1007/978-1-4471-5058-9_52
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especially in the context of the aspired levels
of autonomy; (iii) the interplay between the two
lines of analysis mentioned in item (ii) above
and the further connection of this analysis to
structural attributes of the underlying system;
and (iv) an effort to complement the analytical
characterizations and developments with design
procedures and tools that will provide solutions
provably consistent with the posed specifications
and effectively implementable within the time
and other resource constraints imposed by the
“real-time” nature of the target applications.

The rest of this entry overviews the current
achievements of DES theory with respect to
(w.r.t.) the different classes of problems that
have been addressed by it and highlights the
potential that is defined by these achievements
for a range of motivating applications. On the
other hand, the constricted nature of this entry
does not allow an expansive treatment of the
aforementioned themes. Hence, the provided
coverage is further supported and supplemented
by an extensive list of references that will
connect the interested reader to the relevant
literature.

A Tour of DES Problems
and Applications

DES-Based Behavioral Modeling, Analysis,
and Control
The basic characterization of behavior in the
DES-theoretic framework is through the various
event sequences that can be generated by the
underlying system. Collectively, these sequences
are known as the (formal) language generated by
the plant system, and the primary intention is to
restrict the plant behavior within a subset of the
generated event strings. The investigation of this
problem is further facilitated by the introduction
of certain mechanisms that act as formal repre-
sentations of the studied systems, in the sense that
they generate the same strings of events (i.e., the
same formal language). Since these models are
concerned with the representation of the event
sequences that are generated by DES, and not
by the exact timing of these events, they are

frequently characterized as untimed DES models.
In the practical applications of DES theory, the
most popular such models are the Finite State Au-
tomaton (FSA) (Cassandras and Lafortune 2008;
Hopcroft and Ullman 1979; � Supervisory Con-
trol of Discrete-Event Systems; �Diagnosis of
Discrete Event Systems), and the Petri net (PN)
(Cassandras and Lafortune 2008; Murata 1989;
�Modeling, Analysis, and Control with Petri
Nets).

In the context of DES applications, these
modeling frameworks have been used to provide
succinct characterizations of the underlying
event-driven dynamics and to design controllers,
in the form of supervisors, that will restrict these
dynamics so that they abide to safety, consistency,
fairness, and other similar considerations
(�Supervisory Control of Discrete-Event
Systems). As a more concrete example, in the
context of contemporary manufacturing, DES-
based behavioral control – frequently referred to
as supervisory control (SC) – has been promoted
as a systematic methodology for the synthesis and
verification of the control logic that is necessary
for the support of the, so-called, SCADA
(Supervisory Control and Data Acquisition)
function. This control function is typically
implemented through the Programmable Logic
Controllers (PLCs) that have been employed in
contemporary manufacturing shop-floors, and
DES SC theory can support it (i) by providing
more rigor and specificity to the models that are
employed for the underlying plant behavior and
the imposed specifications and (ii) by offering
the ability to synthesize control policies that are
provably correct by construction. Some example
works that have pursued the application of DES
SC along these lines can be found in Balemi
et al. (1993), Brandin (1996), Park et al. (1999),
Chandra et al. (2003), Endsley et al. (2006), and
Andersson et al. (2010).

On the other hand, the aforementioned activity
has also defined a further need for pertinent
interfaces that will translate (a) the plant structure
and the target behavior to the necessary DES-
theoretic models and (b) the obtained policies to
PLC executables. This need has led to a line of
research, in terms of representational models and

http://dx.doi.org/10.1007/978-1-4471-5058-9_54
http://dx.doi.org/10.1007/978-1-4471-5058-9_56
http://dx.doi.org/10.1007/978-1-4471-5058-9_53
http://dx.doi.org/10.1007/978-1-4471-5058-9_54
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computational tools, that is complementary to the
core DES developments described in the previous
paragraphs. Indicatively we mention the develop-
ment of GRAFCET (David and Alla 1992) and
of the sequential function charts (SFCs) (Lewis
1998) from the earlier times, while some more
recent endeavor along these lines is reported in
Wightkin et al. (2011) and Alenljung et al. (2012)
and the references cited therein.

Besides its employment in the manufacturing
domain, DES SC theory has also been considered
for the coordination of the communicating pro-
cesses that take place in various embedded sys-
tems (Feng et al. 2007); the systematic validation
of the embedded software that is employed in
various control applications, ranging from power
systems and nuclear plants to aircraft and au-
tomotive electronics (Li and Kumar 2012); the
synthesis of the control logic in the electronic
switches that are utilized in telecom and data
networks; and the modeling, analysis, and control
of the operations that take place in health-care
systems (Sampath et al. 2008). Wassyng et al.
(2011) gives a very interesting account of the
gains, but also the extensive challenges, experi-
enced by a team of researchers who have tried to
apply formal methods, similar to those that have
been promoted by the behavioral DES theory, to
the development and certification of the software
that manages some safety-critical operations for
Canadian nuclear plants.

Apart from control, untimed DES models
have also been employed for the diagnosis of
critical events, like certain failures, that cannot
be observed explicitly, but their occurrence
can be inferred from some resultant behavioral
patterns (Sampath et al. 1996; �Diagnosis of
Discrete Event Systems). More recently, the
relevant methodology has been extended with
prognostic capability (Kumar and Takai 2010),
while an interesting variation of it addresses
the “dual” problem that concerns the design
of systems where certain events or behavioral
patterns must remain undetectable by an external
observer who has only partial observation of the
system behavior; this last requirement has been
formally characterized by the notion of “opacity”
in the relevant literature, and it finds application

in the design and operation of secure systems
(Dubreil et al. 2010; Saboori and Hadjicostis
2012, 2014).

Dealing with the Underlying
Computational Complexity
As revealed from the discussion of the previous
paragraphs, many of the applications of DES SC
theory concern the integration and coordination
of behavior that is generated by a number of in-
teracting components. In these cases, the formal
models that are necessary for the description of
the underlying plant behavior may grow their size
very fast, and the algorithms that are involved in
the behavioral analysis and control synthesis may
become practically intractable. Nevertheless, the
rigorous methodological base that underlies DES
theory provides also a framework for addressing
these computational challenges in an effective
and structured manner.

More specifically, DES SC theory provides
conditions under which the control specifica-
tions can be decomposable to the constituent
plant components while maintaining the integrity
and correctness of the overall plant behavior
(�Supervisory Control of Discrete-Event Sys-
tems; Wonham 2006). The aforementioned works
of Brandin (1996) and Endsley et al. (2006) pro-
vide some concrete examples for the application
of modular control synthesis. On the other hand,
there are fundamental problems addressed by SC
theory and practice that require a holistic view
of the underlying plant and its operation, and
thus, they are not amenable to modular solutions.
For such cases, DES SC theory can still provide
effective solutions through (i) the identification of
special plant structure, of practical relevance, for
which the target supervisors are implementable
in a computationally efficient manner and (ii)
the development of structured approaches that
can systematically trade-off the original specifi-
cations for computational tractability.

A particular application that has benefited
from, and, at the same time, has significantly
promoted this last capability of DES SC theory,
is that concerning the deadlock-free operation
of many systems where a set of processes that
execute concurrently and in a staged manner are

http://dx.doi.org/10.1007/978-1-4471-5058-9_56
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42 Applications of Discrete-Event Systems

competing, at each of their processing stages,
for the allocation of a finite set of reusable
resources. In DES theory, this problem is
known as the liveness-enforcing supervision of
sequential resource allocation systems (RAS)
(Reveliotis 2005), and it underlies the operation
of many contemporary applications: from the
resource allocation taking place in contemporary
manufacturing shop floors, Ezpeleta et al.
(1995), Reveliotis and Ferreira (1996), and
Jeng et al. (2002), to the traveling and/or work-
space negotiation in robotic systems (Reveliotis
and Roszkowska 2011), automated railway
(Giua et al. 2006), and other guidepath-based
traffic systems (Reveliotis 2000); to Internet-
based workflow management systems like those
envisioned for e-commerce and certain banking
and insurance claim processing applications
(Van der Aalst 1997); and to the allocation of
the semaphores that control the accessibility
of shared resources by concurrently executing
threads in parallel computer programs (Liao
et al. 2013). A systematic introduction to the
DES-based modeling of RAS and their liveness-
enforcing supervision is provided in Reveliotis
(2005) and Zhou and Fanti (2004), while some
more recent developments in the area are
epitomized in Reveliotis (2007), Li et al. (2008)
and Reveliotis and Nazeem (2013).

Closing the above discussion on the ability of
DES theory to address effectively the complexity
that underlies the DES SC problem, we should
point out that the same merits of the theory
have also enabled the effective management of
the complexity that underlies problems related
to the performance modeling and control of the
various DES applications. We shall return to this
capability in the next section that discusses the
achievements of DES theory in this domain.

DES Performance Control
and the Interplay Among Structure,
Behavior, and Performance
DES theory is also interested in the performance
modeling, analysis, and control of its target
applications w.r.t. time-related aspects like
throughput, resource utilization, experienced
latencies, and congestion patterns. To support

this type of analysis, the untimed DES behavioral
models are extended to their timed versions. This
extension takes place by endowing the original
untimed models with additional attributes that
characterize the experienced delays between
the activation of an event and its execution
(provided that it is not preempted by some other
conflicting event). Timed models are further
classified by the extent and the nature of the
randomness that is captured by them. A basic
such categorization is between deterministic
models, where the aforementioned delays take
fixed values for every event and stochastic
models which admit more general distributions.
From an application standpoint, timed DES
models connect DES theory to the multitude
of applications that have been addressed by
Dynamic Programming, Stochastic Control,
and scheduling theory (Bertsekas 1995; Meyn
2008; Pinedo 2002). Also, in their most general
definition, stochastic DES models provide
the theoretical foundation of discrete-event
simulation (Banks et al. 2009).

Similar to the case of behavioral DES theory, a
practical concern that challenges the application
of timed DES models for performance model-
ing, analysis, and control is the very large size
of these models, even for fairly small systems.
DES theory has tried to circumvent these com-
putational challenges through the development of
methodology that enables the assessment of the
system performance, over a set of possible con-
figurations, from the observation of its behavior
and the resultant performance at a single configu-
ration. The required observations can be obtained
through simulation, and in many cases, they can
be collected from a single realization – or sample
path – of the observed behavior; but then, the
considered methods can also be applied on the
actual system, and thus, they become a tool for
real-time optimization, adaptation, and learning.
Collectively, the aforementioned methods define
a “sensitivity”-based approach to DES perfor-
mance modeling, analysis, and control (Cassan-
dras and Lafortune 2008; � Perturbation Anal-
ysis of Discrete Event Systems). Historically,
DES sensitivity analysis originated in the early
1980s in an effort to address the performance
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analysis and optimization of queueing systems
w.r.t. certain structural parameters like the ar-
rival and processing rates (Ho and Cao 1991).
But the current theory addresses more general
stochastic DES models that bring it closer to
broader endeavors to support incremental op-
timization, approximation, and learning in the
context of stochastic optimal control (Cao 2007).
Some particular applications of DES sensitiv-
ity analysis for the performance optimization of
production, telecom, and computing systems can
be found in Cassandras and Strickland (1988),
Cassandras (1994), Panayiotou and Cassandras
(1999), Homem-de Mello et al. (1999), Fu and
Xie (2002), and Santoso et al. (2005).

Another interesting development in time-
based DES theory is the theory of (max,+)
algebra (Baccelli et al. 1992). In its practical
applications, this theory addresses the timed
dynamics of systems that involve the synchro-
nization of a number of concurrently executing
processes with no conflicts among them, and
it provides important structural results on the
factors that determine the behavior of these
systems in terms of the occurrence rates of
various critical events and the experienced
latencies among them. Motivational applications
of (max,+) algebra can be traced in the design and
control of telecommunication and data networks,
manufacturing, and railway systems, and more
recently the theory has found considerable
practical application in the computation of
repetitive/cyclical schedules that seek to optimize
the throughput rate of automated robotic cells and
of the cluster tools that are used in semiconductor
manufacturing (Kim and Lee 2012; Lee 2008;
Park et al. 1999).

Both sensitivity-based methods and the theory
of (max,+) algebra that were discussed in the
previous paragraphs are enabled by the explicit,
formal modeling of the DES structure and behav-
ior in the pursued performance analysis and con-
trol. This integrative modeling capability that is
supported by DES theory also enables a profound
analysis of the impact of the imposed behavioral-
control policies upon the system performance
and, thus, the pursuance of a more integrative
approach to the synthesis of the behavioral and

the performance-oriented control policies that are
necessary for any particular DES instantiation.
This is a rather novel topic in the relevant DES
literature, and some recent works in this direction
can be found in Cao (2005), Li and Reveliotis
(2013), Markovski and Su (2013), and David-
Henriet et al. (2013).

The Roles of Abstraction and Fluidification
The notions of “abstraction” and “fluidification”
play a significant role in mastering the complex-
ity that arises in many DES applications. Further-
more, both of these concepts have an important
role in defining the essence and the boundaries of
DES-based modeling.

In general systems theory, abstraction can be
broadly defined as the effort to develop sim-
plified models for the considered dynamics that
retain, however, adequate information to resolve
the posed questions in an effective manner. In
DES theory, abstraction has been pursued w.r.t.
the modeling of both the timed and untimed
behaviors, giving rise to hierarchical structures
and models. A theory for hierarchical SC is
presented in Wonham (2006), while some appli-
cations of hierarchical SC in the manufacturing
domain are presented in Hill et al. (2010) and
Schmidt (2012). In general, hierarchical SC relies
on a “spatial” decomposition that tries to local-
ize/encapsulate the plant behavior into a number
of modules that interact through the communi-
cation structure that is defined by the hierarchy.
On the other hand, when it comes to timed DES
behavior and models, a popular approach seeks
to define a hierarchical structure for the underly-
ing decision-making process by taking advantage
of the different time scales that correspond to
the occurrence of the various event types. Some
particular works that formalize and systematize
this idea in the application context of production
systems can be found in Gershwin (1994) and
Sethi and Zhang (1994) and the references cited
therein.

In fact, the DES models that have been em-
ployed in many application areas can be per-
ceived themselves as abstractions of dynamics of
a more continuous, time-driven nature, where the
underlying plant undergoes some fundamental
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(possibly structural) transition upon the occur-
rence of certain events that are defined either en-
dogenously or exogenously w.r.t. these dynamics.
The combined consideration of the discrete-event
dynamics that are generated in the manner de-
scribed above, with the continuous, time-driven
dynamics that characterize the modalities of the
underlying plant, has led to the extension of
the original DES theory to the, so-called, hybrid
systems theory. Hybrid systems theory is itself
very rich, and it is covered in another section
of this encyclopedia (see also �Discrete Event
Systems and Hybrid Systems, Connections Be-
tween). From an application standpoint, it in-
creases substantially the relevance of the DES
modeling framework and brings this framework
to some new and exciting applications. Some
of the most prominent applications concern the
coordination of autonomous vehicles and robotic
systems, and a nice anthology of works concern-
ing the application of hybrid systems theory in
this particular application area can be found in
the IEEE Robotics and Automation magazine of
September 2011. These works also reveal the
strong affinity that exists between hybrid systems
theory and the DES modeling paradigm. Along
similar lines, hybrid systems theory underlies
also the endeavors for the development of the
Automated Highway Systems that have been ex-
plored for the support of the future urban traf-
fic needs (Horowitz and Varaiya 2000). Finally,
hybrid systems theory and its DES component
have been explored more recently as potential
tools for the formal modeling and analysis of the
molecular dynamics that are studied by systems
biology (Curry 2012).

Fluidification, on the other hand, is the effort
to represent as continuous flows, dynamics that
are essentially of discrete-event type, in order
to alleviate the computational challenges that
typically result from discreteness and its com-
binatorial nature. The resulting models serve as
approximations of the original dynamics, fre-
quently they have the formal structure of hybrid
systems, and they define a basis for develop-
ing “relaxations” for the originally addressed
problems. Usually, their justification is of an ad
hoc nature, and the quality of the established

approximations is empirically assessed on the
basis of the delivered results (by comparing these
results to some “baseline” performance). There
are, however, a number of cases where the relaxed
fluid model has been shown to retain impor-
tant behavioral attributes of its original coun-
terpart (Dai 1995). Furthermore, some recent
works have investigated more analytically the
impact of the approximation that is introduced
by these models on the quality of the delivered
results (Wardi and Cassandras 2013). Some more
works regarding the application of fluidification
in the DES-theoretic modeling frameworks, and
of the potential advantages that it brings in vari-
ous application contexts, can be found in Srikant
(2004), Meyn (2008), David and Alla (2005), and
Cassandras and Yao (2013).

Summary and Future Directions

The discussion of the previous section has
revealed the extensive application range and
potential of DES theory and its ability to provide
structured and rigorous solutions to complex
and sometimes ill-defined problems. On the
other hand, the same discussion has revealed
the challenges that underlie many of the DES
applications. The complexity that arises from
the intricate and integrating nature of most DES
models is perhaps the most prominent of these
challenges. This complexity manifests itself in
the involved computations, but also in the need
for further infrastructure, in terms of modeling in-
terfaces and computational tools, that will render
DES theory more accessible to the practitioner.

The DES community is aware of this need,
and the last few years have seen the development
of a number of computational platforms that seek
to implement and leverage the existing theory
by connecting it to various application settings;
indicatively, we mention DESUMA (Ricker et al.
2006), SUPREMICA (Akesson et al. 2006), and
TCT (Feng and Wonham 2006) that support DES
behavioral modeling, analysis, and control along
the lines of DES SC theory, while the website
entitled “The Petri Nets World” has an extensive
database of tools that support modeling and
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analysis through untimed and timed variations
of the Petri net model. Model checking tools, like
SMV and NuSpin, that are used for verification
purposes are also important enablers for the prac-
tical application of DES theory, and, of course,
there are a number of programming languages
and platforms, like Arena, AutoMod, and Simio,
that support discrete-event simulation. However,
with the exception of the discrete-event-
simulation software, which is a pretty mature
industry, the rest of the aforementioned endeavors
currently evolve primarily within the academic
and the broader research community. Hence, a
remaining challenge for the DES community is
the strengthening and expansion of the afore-
mentioned computational platforms to robust
and user-friendly computational tools. The avail-
ability of such industrial-strength computational
tools, combined with the development of a body
of control engineers well-trained in DES theory,
will be catalytic for bringing all the developments
that were described in the earlier parts of this
document even closer to the industrial practice.
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Abstract

Auctions are procedures for selling one or
more items to one or more bidders. Auctions
induce games among the bidders, so notions of

equilibrium from game theory can be applied to
auctions. Auction theory aims to characterize
and compare the equilibrium outcomes for
different types of auctions. Combinatorial
auctions arise when multiple-related items are
sold simultaneously.

Keywords
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Introduction

Three commonly used types of auctions for the
sale of a single item are the following:
• First price auction: Each bidder submits a bid

one of the bidders submitting the maximum
bid wins, and the payment for the item is
the maximum bid. (In this context “wins”
means receives the item, no matter what the
payment.)

• Second price auction or Vickrey auction: Each
bidder submits a bid, one of the bidders sub-
mitting the maximum bid wins, and the pay-
ment for the item is the second highest bid.

• English auction: The price for the item in-
creases continuously or in some small incre-
ments, and bidders drop out at some points
in time. Once all but one of the bidders has
dropped out, the remaining bidder wins and
the payment is the price at which the last of
the other bidders dropped out.
A key goal of the theory of auctions is to

predict how the bidders will bid, and predict
the resulting outcomes of the auction: which
bidder is the winner and what is the payment.
For example, a seller may be interested in the
expected payment (seller revenue). A seller may
have the option to choose one auction format over
another and be interested in revenue comparisons.
Another item of interest is efficiency or social
welfare. For sale of a single item, the outcome is
efficient if the item is sold to the bidder with the
highest value for the item. The book of V. Krishna
(2002) provides an excellent introduction to the
theory of auctions.

http://dx.doi.org/10.1007/978-1-4471-5058-9_23
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Auctions Versus Seller Mechanisms

An important class of mechanisms within the the-
ory of mechanism design are seller mechanisms,
which implement the sale of one or more items
to one or more bidders. Some authors would
consider all such mechanisms to be auctions, but
the definition of auctions is often more narrowly
interpreted, with auctions being the subclass of
seller mechanisms which do not depend on the
fine details of the set of bidders. The rules of the
three types of auction mentioned above do not
depend on fine details of the bidders, such as the
number of bidders or statistical information about
how valuable the item is to particular bidders. In
contrast, designing a procedure to sell an item to
a known set of bidders under specific statistical
assumptions about the bidders’ preferences in
order to maximize the expected revenue (as in
Myerson (1981)) would be considered a problem
of mechanism design, which is outside the more
narrowly defined scope of auctions. The narrower
definition of auctions was championed by R. Wil-
son (1987). An article on �Mechanism Design
appears in this encyclopedia.

Equilibrium Strategies in Auctions

An auction induces a noncooperative game
among the bidders, and a commonly used
predictor of the outcome of the auction is an
equilibrium of the game, such as a Nash or
Bayes-Nash equilibrium. For a risk neutral bidder
i with value xi for the item, if the bidder wins
and the payment is Mi; the payoff of the bidder
is xi �Mi: If the bidder does not win, the payoff
of the bidder is zero. If, instead, the bidder is
risk averse with risk aversion measured by an
increasing utility function ui ; the payoff of the
bidder would be ui .xi � Mi/ if the bidder wins
and ui .0/ if the bidder does not win.

The second price auction format is character-
ized by simplicity of the bidding strategies. If
bidder i knows the value xi of the item to himself,
then for the second price auction format, a weakly
dominant strategy for the bidder is to truthfully
report xi as his bid for the item. Indeed, if yi is

the highest bid of the other bidders, the payoff
of bidder i is ui .xi � yi / if he wins and ui .0/ if
he does not win. Thus, bidder i would prefer to
win whenever ui .xi � yi / > ui .0/ and not win
whenever ui .xi � yi / < ui .0/: That is precisely
what happens if bidder i bids xi ; no matter what
the bids of the other bidders are. That is, bidding
xi is a weakly dominant strategy for bidder i:

Nash equilibrium can be found for the other
types of auctions under a model with incomplete
information, in which the type of each bidder i is
equal to the value of the object to the bidder and is
modeled as a random variable Xi with a density
function fi supported by some interval Œai ; bi �:
A simple case is that the bidders are all risk
neutral, the densities are all equal to some fixed
density f; and theXi ’s are mutually independent.
The English auction in this context is equiva-
lent to the second price auction: in an English
auction, dropping out when the price reaches
his true value is a weakly dominant strategy for
a bidder, and for the weakly dominant strategy
equilibrium, the outcome of the auction is the
same as for the second price auction. For the first
price auction in this symmetric case, there exists a
symmetric Bayesian equilibrium. It corresponds
to all bidders using the bidding function ˇ (so the
bid of bidder i is ˇ.Xi/), where ˇ is given by
ˇ.x/ D EŒY1jY1 � x�: The expected revenue to
the seller in this case is EŒY1jY1 < X1�; which is
the same as the expected revenue for the second
price auction and English auction.

Equilibrium for Auctions
with Interdependent Valuations

Seminal work of Milgrom and Weber (1982)
addresses the performance of the above three
auction formats in case the bidders do not
know the value of the item, but each bidder i
has a private signal Xi about the value Vi of
the item to bidder i: The values and signals
.X1; : : : Xn; V1; : : : ; Vn/ can be interdependent.
Under the assumption of invariance of the
joint distribution of .X1; : : : Xn; V1; : : : ; Vn/

under permutation of the bidders and a strong
form of positive correlation of the random

http://dx.doi.org/10.1007/978-1-4471-5058-9_38
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variables .X1; : : : Xn; V1; : : : ; Vn/ (see Milgrom
and Weber 1982 or Krishna 2002 for details), a
symmetric Bayes-Nash equilibrium is identified
for each of the three auction formats mentioned
above, and the expected revenues for the
three auction formats are shown to satisfy the
ordering R.first price/ � R.second price/ � R.English/:

A significant extension of the theory of Milgrom
and Weber due to DeMarzo et al. (2005) is the
theory of security-bid auctions in which bidders
compete to buy an asset and the final payment is
determined by a contract involving the value of
the asset as revealed after the auction.

Combinatorial Auctions

Combinatorial auctions implement the simultane-
ous sale of multiple items. A simple version is the
simultaneous ascending price auction with activ-
ity constraints (Cramton 2006; Milgrom 2004).
Such an auction procedure was originally pro-
posed by Preston, McAfee, Paul Milgrom, and
Robert Wilson for the US FCC wireless spectrum
auction in 1994 and was used for the vast majority
of spectrum auctions worldwide since then Cram-
ton (2013). The auction proceeds in rounds. In
each round a minimum price is set for each item,
with the minimum prices for the initial round
being reserve prices set by the seller. A given
bidder may place a bid on an item in a given
round such that the bid is greater than or equal
to the minimum price for the item. If one or more
bidders bid on an item in a round, a provisional
winner of the item is selected from among the
bidders with the highest bid for the item in the
round, with the new provisional price being the
highest bid. The minimum price for the item is
increased 10 % (or some other small percentage)
above the new provisional price. Once there is a
round with no bids, the set of provisional winners
is identified. Often constraints are placed on the
bidders in the form of activity rules. An activity
rule requires a bidder to maintain a history of
bidding in order to continue bidding, so as to
prevent bidders from not bidding in early rounds
and bidding aggressively in later rounds. The
motivation for activity rules is to promote price

discovery to help bidders select the packages (or
bundles) of items most suitable for them to buy.
A key is that complementarities may exist among
the items for a given bidder. Complementarity
means that a bidder may place a significantly
higher value on a bundle of items than the sum of
values the bidder would place on the items indi-
vidually. Complementarities lead to the exposure
problem, which occurs when a bidder wins only
a subset of items of a desired bundle at a price
which is significantly higher than the price paid.
For example, a customer might place a high value
on a particular pair of shoes, but little value on a
single shoe alone.

A variation of simultaneous ascending price
auctions for combinatorial auctions is auctions
with package bidding (see, e.g., Ausubel and
Milgrom 2002; Cramton 2013). A bidder will
either win a package of items he bid for or no
items, thereby eliminating the exposure problem.
For example, in simultaneous clock auctions with
package bidding, the price for each item increases
according to a fixed schedule (the clock), and bid-
ders report the packages of items they would pre-
fer to purchase for the given prices. The price for
a given item stops increasing when the number of
bidders for that item drops to zero or one, and the
clock phase of the auction is complete when the
number of bidders for every item is zero or one.
Following the clock phase, bidders can submit
additional bids for packages of items. With the
inputs from bidders acquired during the clock
phase and supplemental bid phase, the auctioneer
then runs a winner determination algorithm to
select a set of bids for non-overlapping packages
that maximizes the sum of the bids. This winner
determination problem is NP hard, but is com-
putationally feasible using integer programming
or dynamic programming methods for moderate
numbers of items (perhaps up to 30). In addition,
the vector of payments charged to the winners
is determined by a two-step process. First, the
(generalized) Vickrey price for each bidder is
determined, which is defined to be the minimum
the bidder would have had to bid in order to
be a winner. Secondly, the vector of Vickrey
prices is projected onto the core of the reported
prices. The second step insures that no coalition
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consisting of a set of bidders and the seller can
achieve a higher sum of payoffs (calculated using
the bids received) for some different selection
of winners than the coalition received under the
outcome of the auction. While this is a promising
family of auctions, the projection to the core
introduces some incentive for bidders to deviate
from truthful reporting, and much remains to be
understood about such auctions.

Summary and Future Directions

Auction theory provides a good understanding
of the outcomes of the standard auctions for the
sale of a single item. Recently emerging auc-
tions, such as for the generation and consumption
of electrical power, and for selection of online
advertisements, are challenging to analyze and
comprise a direction for future research. Much
remains to be understood in the theory of combi-
natorial auctions, such as the degree of incentive
compatibility offered by core projecting auctions.
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Abstract

Autotuning, or automatic tuning, means that the
controller is tuned automatically. Autotuning is
normally applied to PID controllers, but the tech-
nique can also be used to initialize more advanced
controllers. The main approaches to autotuning
are based on step response analysis or frequency
response analysis obtained using relay feedback.
Autotuning has been well received in industry,
and today most distributed control systems have
some kind of autotuning technique.

Keywords
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Background

In the late 1970s and early 1980s, there was a
quite rapid change of controller implementation
in process control. The analog controllers were
replaced by computer-based controllers and dis-
tributed control systems. The functionality of the
new controllers was often more or less a copy
of the old analog equipment, but new functions
that utilized the computer implementation were
gradually introduced. One of the first functions of
this type was autotuning. Autotuning is a method
to tune the controllers, normally PID controllers,
automatically.

What Is Autotuning?

A PID controller in its basic form has the struc-
ture
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where u is the controller output and e D ysp�y is
the control error, where ysp is the setpoint and y
is the process output. There are three parameters
in the controller, gain K , integral time Ti , and
derivative time Td . These parameters have to be
set by the user. Their values are dependent of the
process dynamics and the specifications of the
control loop.

A process control plant may have thousands
of control loops, which means that maintaining
high-performance controller tuning can be very
time consuming. This was the main reason why
procedures for automatic tuning were installed so
rapidly in the computer-based controllers.

When a controller is to be tuned, the following
steps are normally performed by the user:
1. To determine the process dynamics, a minor

disturbance is injected by changing the control
signal.

2. By studying the response in the process out-
put, the process dynamics can be determined,
i.e., a process model is derived.

3. The controller parameters are finally deter-
mined based on the process model and the
specifications.
Autotuning means simply that these three

steps are performed automatically. Instead of
having a human to perform these tasks, they
are performed automatically on demand from
the user. Ideally, the autotuning should be fully
automatic, which means that no information
about the process dynamics is required from
the user.

Automatic tuning can be performed in many
ways. The process disturbance can take differ-
ent forms, e.g., in the form of step changes or
some kind of oscillatory excitation. The model
obtained can be more or less accurate. There are
also many ways to tune the controller based on
the process model.

Here, we will discuss two main approaches
for autotuning, namely, those that are based on
step response analysis and those that are based
on frequency response analysis.

Methods Based on Step Response
Analysis

Most methods for automatic tuning of PID
controllers are based on step response analysis.
When the operator wishes to tune the controller,
an open-loop step response experiment is
performed. A process model is then obtained
from the step response, and controller parameters
are determined. This is usually done using simple
formulas or look-up tables.

The most common process model used for
PID controller tuning based on step response ex-
periments is the first-order plus dead-time model

G.s/ D Kp

1C sT
e�sL

where Kp is the static gain, T is the apparent
time constant, and L is the apparent dead time.
These three parameters can be obtained from a
step response experiment according to Fig. 1.

Static gain Kp is given by the ratio between
the steady-state change in process output and
the magnitude of the control signal step, Kp D
�y=�u. Dead-time L is determined from the
time elapsed from the step change to the inter-
section of the largest slope of the process output
with the level of the process output before the step
change. Finally, time constant T is the time when
the process output has reached 63 % of its final
value, subtracted by L.

Δy

Δu

Process output

Control signal

63%

L T

Autotuning, Fig. 1 Determination ofKp ,L, and T from
a step response experiment




